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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGARCH</td>
<td>Asymmetric Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>AIC</td>
<td><strong>AKAIKE</strong> Information Criterion</td>
</tr>
<tr>
<td>ARCH</td>
<td>Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>ARCH-M</td>
<td>Autoregressive Conditional Heteroscedasticity in Mean</td>
</tr>
<tr>
<td>APARCH</td>
<td>Asymmetric Power Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>ARMA</td>
<td>Autoregressive Moving Average</td>
</tr>
<tr>
<td>BCBS</td>
<td>Basel Committee on Banking Supervision</td>
</tr>
<tr>
<td>BIC</td>
<td>Bayesian Information Criterion</td>
</tr>
<tr>
<td>EGARCH</td>
<td>Exponential Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>EMU</td>
<td>Economic and Monetary Union</td>
</tr>
<tr>
<td>ES</td>
<td>Expected Shortfall</td>
</tr>
<tr>
<td>FIGARCH</td>
<td>Fractionally Integrated Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>FIAPARCH</td>
<td>Fractionally Integrated Asymmetric Power Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>FIEGARCH</td>
<td>Fractionally Integrated Exponential Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>FX</td>
<td>Foreign Exchange</td>
</tr>
<tr>
<td>GARCH</td>
<td>Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>GJR</td>
<td>GLOSTEN, JAGANNATHAN, RUNKLE</td>
</tr>
<tr>
<td>HYGARCH</td>
<td>Hyperbolic Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>IGARCH</td>
<td>Integrated Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>Independent and identically distributed</td>
</tr>
<tr>
<td>MAE</td>
<td>Mean Absolute Error</td>
</tr>
<tr>
<td>MLE</td>
<td>Maximum-Likelihood Estimation</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>MMGARCH</td>
<td>Mixture Memory Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>MRS</td>
<td>Markov-Regime-Switching</td>
</tr>
<tr>
<td>NGARCH</td>
<td>Nonlinear Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>QMLE</td>
<td>Quasi Maximum-Likelihood Estimation</td>
</tr>
<tr>
<td>QGARCH</td>
<td>Quadratic Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Squared Error</td>
</tr>
<tr>
<td>TGARCH</td>
<td>Threshold Generalised Autoregressive Conditional Heteroscedasticity</td>
</tr>
<tr>
<td>VaR</td>
<td>Value-at-Risk</td>
</tr>
<tr>
<td>WTI</td>
<td>West Texas Intermediate</td>
</tr>
</tbody>
</table>
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## Symbols

### Roman Letters

- $a$: Value-at-Risk level
- $AS$: **AcERBI and SZEKELY** (2014) test statistic (direct test)
- $b$: HYGARCH coefficient
- $B$: truncation lag
- $\text{Chr}$: **CHRISTOFFERSEN** (1998) test statistic
- $\text{Cov}$: covariance operator
- $d$: fractional integration coefficient
- $D$: Outer-Product matrix
- $E$: expectation operator
- $F$: cumulative distribution function
- $F^{-1}$: quantile function of the distribution $F$
- $f$: probability density function
- $g_t$: high-frequency/short-term variance
- $H$: Hessian matrix
- $h_t$: conditional variance
- $I$: indicator function
- $k$: number of Spline knots
- $Kup$: **KUPIEC** (1995) test statistic
- $\ell$: likelihood
- $L$: lag operator
- $\mathcal{L}$: Likelihood function
- $M$: number of out-of-sample observations
- $n$: number of model parameters
$N$ number of in-sample observations

$p$ GARCH lag order

$\mathbb{P}$ probability measure

$P_{ij}$ transition probability of moving from regime $i$ to $j$

$P_{t,S_t}$ probability at time $t$ of being in regime $S_t$

$P$ transition matrix

$q$ ARCH lag order

$r_t$ return series

$R$ number of regimes

$S_t$ regime at time $t$

$T$ number of observations

$\mathbb{V}$ variance operator

$z_t$ white noise series

**Greek Letters**

$\alpha_i$ ARCH coefficients

$\beta_i$ GARCH coefficients

$\gamma_i$ leverage coefficients

$\Gamma$ Gamma function

$\delta$ Box-Cox power transformation coefficient

$\varepsilon_t$ residuals, innovations

$\zeta$ long-term ARCH coefficient

$\eta$ vector of conditional probability density functions

$\theta$ parameter set

$\Theta$ parameter space

$\kappa$ autoregressive coefficients

$\lambda_i^{FI}$ ARCH($\infty$) weights for FIGARCH

$\lambda_i^{HY}$ ARCH($\infty$) weights for HYGARCH
\( \mu_t \) conditional mean
\( \nu \) degrees-of-freedom (Student-t)
\( \xi \) vector of state probabilities
\( \rho(k) \) auto-correlation function with lag \( k \)
\( \sigma \) unconditional volatility
\( \tau_t \) low-frequency/long-term variance
\( \phi \) FIGARCH coefficient
\( \varphi \) standard Normal probability density function
\( \Phi \) standard Normal cumulative distribution function
\( \Phi^{-1} \) standard Normal quantile function
\( \psi \) long-term GARCH coefficient
\( \Omega_t \) information set
\( \omega \) constant variance coefficient

**Miscellaneous**

\( \odot \) element-wise multiplication operator
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1 Introduction

Financial econometrics is concerned with the statistical analysis of financial time series and it is relatively popular within the field of finance. In 2003, Clive W.J. Granger and Robert F. Engle received the “Nobel Prize in Economic Sciences” for their development of techniques for time series analysis. Especially the work of the latter influences how risk can be described from a financial perspective. By introducing the Autoregressive Conditional Heteroscedasticity (ARCH) model, Engle started a stream of literature, which is still ongoing. In his seminal paper, Engle (1982) develops a model that describes volatility as a process of past serially uncorrelated innovations. Hitherto, the volatility was modelled to be constant over time, i.e. homoscedastic. With the Generalised ARCH (GARCH), Bollerslev (1986) extends Engle’s framework and provides one of the widest used models in financial risk management.

In addition, at least three different streams of volatility modelling exist: Firstly, the realised volatility aggregates higher-frequency data to estimates of the volatility (e.g., Park and Linton, 2012). Secondly, the stochastic volatility is a modelling concept comparable to ARCH models. However, the volatility is driven by its own stochastic process (Taylor, 1995, pp. 70-75). Finally, the implied volatility is derived by using market-data with inverted option price formulas and may be seen as the market’s future expectations (e.g., Franke, Härdle, and Hafner, 2015, pp. 112f.).

In finance, where risk is the volatility of returns fluctuating around their mean, ARCH models have a great impact on various risk related areas. For example, the framework allows the quantification of risk, which is an essential part of risk management. With its various augmentations, ARCH models account for many so-called stylised facts. These facts are properties, which are usually observed in financial time series. Among others, Cont (2001, p. 224) mentions:

- **heavy tails**: the occurrence of extreme events,
- **volatility clustering**: the fact that volatility groups in clusters of high and low volatility over time,
- **long memory**: slowly decaying autocorrelation in absolute returns, and
- **leverage effect**: the different impact of positive and negative returns on volatility.

Moreover, structural breaks—the change of the unconditional volatility over time—could possibly be explained by business cycles. Hence, incorporating these effects into ARCH models produces a more realistic depiction of risk, which is essential for applications in risk management.
This thesis provides an overview of the most prominent ARCH specifications. Moreover, the application to market risk quantification is highlighted with special focus on the Value-at-Risk (VaR) and Expected Shortfall (ES). These two parts build the methodological framework for six essays, which demonstrate the usage of ARCH models in the financial markets of equity, foreign exchange (FX), and commodities. The first two papers are concerned with commodity markets, namely crude oil and tanker freight rates. The third and fourth paper analyse the FX rates volatility of countries in transition (e.g. Poland). The fifth essay concentrates on the Vietnamese stock market. Lastly, the sixth paper presents a methodology for rapid computation of long memory ARCH models. In the following, a brief overview of each of the six papers is provided.

1. **Oil Price Volatility Forecast with Mixture Memory GARCH**

   The first paper investigates the applicability of the Mixture Memory GARCH model (MMGARCH) on oil price volatility, which is of interest for numerous industries, e.g. the leisure and transportation industry or utilities. Previous studies investigated either long memory behaviour of oil price volatility or identified different regimes in the time series. The MMGARCH combines GARCH processes with short and long memory. The study reveals different memory structures in the main crude oil blends, the U.S. West Texas Intermediate (WTI) and the European Brent. The in- and out-of-sample performance of MMGARCH is compared to other standard GARCH models incorporating stylised facts such as asymmetry and long memory. It is found that both effects are present in crude oil volatility. The results show that MMGARCH outperforms all other models regarding the in-sample as well as the out-of-sample (variance and VaR forecast) analysis (KLEIN and WALTHER, 2016).

2. **Forecasting Volatility of Tanker Freight Rates Based on Asymmetric Regime-Switching GARCH Models**

   While the the first essay is focused on the product crude oil, the second paper analyses the volatility of tanker freight rates. As an essential part of oil transportation, the freight rates are of special interest due to the different origins of supply and demand. The demand side is mainly driven by the demand for oil, but the supply side is somewhat inelastic if one considers the size of the available fleet and the costs and time to increase it. Recent research reveals regimes of different structure of the volatility in the tanker freight market, while empirical evidence indicates the leverage effect. In addition to symmetric and asymmetric GARCH models, the performance of Markov-Regime-Switching GARCH variants is investigated in order to bring the two aforementioned aspects together. The underlying data includes the freight rates of Very Large Crude Carriers on the major global routes in the period 2000-2015. After seasonally adjusting the freight rates, regime-switching GARCH

---

1 See Appendix A for the corresponding literature references.
models are found to outperform their single-regime complements in terms of in-sample fit and out-of-sample forecasting accuracy. The applicability of the models in freight risk management is compared by means of VaR and ES back testing procedures. The results show that accounting for volatility regimes and asymmetry does not enhance the performance of one-day-ahead forecasts (Laufenstein and Walther, 2016).

3. Empirical Evidence of Long Memory and Asymmetry in EUR/PLN Exchange Rate Volatility

This and the following study focus on the volatility of FX rates. Since most exchange rates follow a free floating regime, the volatility is an important indicator for the stability of a currency and vital to investors with trades affected by foreign currencies. The latter is especially true in central and eastern European countries, where most of the trades are related to countries within the European Economic and Monetary Union (EMU). In this work, the volatility of the exchange rate between the Polish Zloty and the Euro is modelled by implementing a variety of GARCH models under different return distributions. It is shown that the volatility exhibits an asymmetric and a long memory effect, separately and jointly. Hence, a GARCH model incorporating both effects is found to be superior over other models when forecasting the VaR (Klein, Pham Thu, and Walther, 2016).

4. True or Spurious Long Memory in European Non-EMU Currencies

In addition to the Polish Zloty, this study analyses the Croatian Kuna, the Czech Koruna, the Hungarian Forint, the Romanian Leu, and the Swedish Krona. It is examined whether their Euro exchange rates volatility exhibits true or spurious long memory. It is well known that structural breaks might lead to spurious long memory behaviour. In a refined test strategy, true long memory is discriminated from spurious long memory for the six exchange rates. The findings suggest that Czech Koruna and Hungarian Forint only feature spurious long memory, while the rest of the series have both structural breaks and true long memory. Moreover, it is demonstrated how to extend existing models to depict both properties jointly yielding superior fit and better VaR forecasts (Walther et al., 2017).

5. Expected Shortfall in the Presence of Asymmetry and Long Memory: An Application to Vietnamese Stock Markets

As a member of large upcoming multinational free trade agreements, Vietnam is in the focus of foreign investors. However, literature on market properties is rather scarce. This study analyses the conditional volatility of the two major Vietnamese stock indices with a specific focus on the application to risk management. After testing for long memory in returns and squared returns, GARCH models are used to account for asymmetry and long memory effects. These models are then used
to estimate the Value-at-Risk and the Expected Shortfall. The main results are that both indices have long memory in their squared returns, but differ in the asymmetric impact of negative and positive news on volatility as well as for the persistence of shocks. Long memory GARCH models perform best when estimating risk measures for both series (Walter, 2017).

6. Fast Fractional Differencing in Modeling Long Memory of Conditional Variance for High-Frequency Data

In contrast to the aforementioned empirical studies, the last essay proposes a new method to compute the conditional volatility of long memory GARCH models by using Fast Fourier transforms. It is demonstrated how calculation times of parameter estimations benefit from this new approach without changing the estimation procedure. A more precise depiction of long memory behaviour becomes feasible. The new approach offers a computational advantage to most long memory GARCH models. Risk management applications like rolling-window Value-at-Risk predictions are substantially sped up. This new approach allows to calculate the conditional volatility of high-frequency data in a practicable amount of time (Klein and Walter, 2017).

By applying GARCH models and incorporating different stylised facts, the aforementioned essays provide deeper insight into the structure of variance in commodity, equity, and foreign exchange markets. Special focus is set to models with asymmetric effect, long memory behaviour, and structural breaks. The analysed stylised facts and the content of the essays are summarised in Table 1.

<table>
<thead>
<tr>
<th>No.</th>
<th>Data</th>
<th>Asymmetry</th>
<th>Long Memory</th>
<th>Structural Breaks</th>
<th>Risk Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Commodities</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>VaR</td>
</tr>
<tr>
<td>2</td>
<td>Commodities</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>VaR, ES</td>
</tr>
<tr>
<td>3</td>
<td>FX</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>VaR</td>
</tr>
<tr>
<td>4</td>
<td>FX</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>VaR</td>
</tr>
<tr>
<td>5</td>
<td>Equity indices</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>VaR, ES</td>
</tr>
<tr>
<td>6</td>
<td>Simulation</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Summary of the essays with overview of analysed stylised facts.

The remainder is structured as follows: Chapter 2 reviews several ARCH specifications and the corresponding stylised facts. Chapter 3 provides an overview of the estimation of risk measures in combination with GARCH models. Finally, Chapter 4 concludes this work and offers possible further research opportunities.
2 Models of Conditional Variance

The following equations formulate the basis of the econometric framework used in this work (BAUWENS, HAFNER, and LAURENT, 2012, pp. 3-5):

\[
rt = \mu_t + \varepsilon_t, \\
\varepsilon_t = \sqrt{ht}z_t, \quad \text{with } z_t \text{ i.i.d. } \forall t \in \mathbb{Z}, \mathbb{E}[z_t] = 0, \text{ and } \mathbb{V}[z_t] = 1, \\
\mu_t = \mathbb{E}[r_t|\Omega_{t-1}], \\
h_t = \mathbb{V}[r_t|\Omega_{t-1}],
\]

(1)

where \((r_t)_{t \in \mathbb{Z}}\) is a return series and \(z_t\) is a realisation of an independent and identically distributed (i.i.d.) random variable. The conditional mean \(\mu_t\) and the conditional variance \(h_t\) are measurable functions with respect to the sigma-algebra \(\Omega_{t-1}\), which is generated by all returns and possibly other variables up to time \(t - 1\). The random variable \(z_t\) is drawn from a continuous distribution and is independent from \(\Omega_{t-1}\). For \(\mu_t\) the class of Autoregressive Moving Average (ARMA) models and its (fractionally) integrated variations are considerable (GRANGER, 1980 and BOX, JENKINS, and REINSSEL, 2008). In what follows, various possible representations of \(h_t\), representing different stylised facts, are considered. Furthermore, it is shown how to estimate the parameters, derive standard errors, and forecast with the different variance models.

Note that the focus is set on univariate models. However, multivariate ARCH models, especially in combination with conditional correlation exist, but are not covered in this work.

2.1 ARCH Model and its Extensions

2.1.1 Autoregressive Conditional Heteroscedasticity Models

In his empirical analysis of speculative prices MANDELBROT (1963, p. 418) finds that “large changes tend to be followed by large changes—of either sign—and small changes tend to be followed by small changes”. What the author describes is commonly know as volatility clustering. Figure 1 shows the weekly returns of the DAX30 index. Especially in the years 2001-2003, 2009, and 2011-2012, it appears that the amplitude of the returns is higher than in the rest of the sample, non-regarding whether the returns are positive or negative. To quote FAMA (1965, pp. 56-58):

2 The standard Normal distribution is often used, but the choice set is not limited to this particular distribution.
3 For an introduction to multivariate ARCH models see e.g. LÜTKEPOHL (2006, pp. 557-584) and FRANCO and ZAKOIAN (2010, pp. 273-310).
“It may be that the distribution of price changes at any point in time is normal, but across time the parameters of the distribution change. A company may become more or less risky, and this may bring about a shift in the variance of the first differences.”

\[ h_t = \omega + \sum_{i=1}^{q} \alpha_i \varepsilon_{t-i}^2. \]  

(3)

Hence, using unconditional second-order moments to measure risk over the whole sample, neglects the time-varying property of the variance. Combining the two ideas of dependent and varying variance, \textsc{Engle} (1982) introduces the Autoregressive Conditional Heteroscedasticity model, which is given by:

Empirical studies using ARCH often need a high lag-order and hence have the necessity to estimate many parameters. To reduce the amount of model parameters, \textsc{Engle} (1983) implements a linear declining weight function for an ARCH(8) model. \textsc{Engle}, \textsc{Lilien}, and \textsc{Robins} (1987) even use twelfth-order ARCH models. Interestingly, the authors incorporate the ARCH model in the mean equation and formulate the so-called ARCH-in-mean (ARCH-M) model. This concept allows for time-varying variance and can be interpreted as a risk premium on financial returns.
2.1.2 Generalised ARCH Models

BOLLERSLEV (1986) presents a generalisation of ENGLE’s model. The Generalised ARCH is augmented with an autoregressive term on the conditional variance of order \( p \). This yields a smooth and exponentially declining autocorrelation function. Furthermore, it allows for a more parsimonious structure and hence, fewer parameters. The GARCH(\( p, q \)) process can be described as follows:

\[
h_t = \omega + \sum_{i=1}^{q} \alpha_i \varepsilon_{t-i}^2 + \sum_{j=1}^{p} \beta_j h_{t-j}.
\]

(4)

Here, additional parameter restrictions are the non-negativity of \( \beta_j \) for all \( j = 1, \ldots, p \) and the relation \( \sum_{i=1}^{q} \alpha_i + \sum_{j=1}^{p} \beta_j < 1 \) for stationarity. BOLLERSLEV (1986, p. 310, Theorem 1) shows that the GARCH process (Eq. 4) is wide-sense stationary, i.e. covariance or weakly stationary, with \( \mathbb{E}[\varepsilon_t] = 0 \), \( \forall \varepsilon_t \), and \( \mathbb{Cov}[\varepsilon_t, \varepsilon_s] = 0 \) for \( t \neq s \), if and only if \( \sum_{i=1}^{q} \alpha_i + \sum_{j=1}^{p} \beta_j < 1 \). Moreover, NELSON (1990) argues that \( \mathbb{E}[\log (\beta_1 + \alpha_1 \varepsilon_t)] < 0 \) is a sufficient condition for GARCH(1,1) to be strictly stationary.

In some cases it is desirable to apply a non-stationary, i.e. non-mean-reverting, variant of GARCH. The Integrated GARCH (IGARCH), introduced by ENGLE and BOLLERSLEV (1986a), is similar to an integrated ARMA model on the conditional mean process. It examines the case where the polynomial \( 1 - \sum_{i=1}^{q} \alpha_i z^i - \sum_{j=1}^{p} \beta_j z^j \) has at least one unit root. The authors consider two types of IGARCH:

1. without trend (\( \omega = 0 \)), and
2. with trend (\( \omega > 0 \)).

Given the restriction \( \alpha_1 + \beta_1 = 1 \), the IGARCH(1,1) can be formulated as:

\[
h_t = \omega + \alpha_1 \varepsilon_{t-1}^2 + (1 - \alpha_1) h_{t-1}.
\]

It is important to mention that IGARCH does not have finite variance and thus, is not weakly stationary. However, it is still strictly stationary as NELSON (1990, p. 321) points out. Moreover, the IGARCH is said to be persistent in variance (ENGLE and BOLLERSLEV, 1986a, p. 27), i.e. all past shocks influence future predictions of the process.

The IGARCH(1,1) without trend is also known as RiskMetrics (J. P. MORGAN, 1996, pp. 77-102). RiskMetrics has pre-set parameters \( \alpha_1 = 0.06 \) and \( \beta_1 = 0.94 \) for daily data and \( \alpha_1 = 0.03 \) and \( \beta_1 = 0.97 \) for monthly data. These “optimal” parameters are

NELSON (1990, pp. 322-325) discusses the definition of “persistence” more deeply. However, for the purpose of this work, only the definition in ENGLE and BOLLERSLEV (1986a) is considered. See also BOLLERSLEV and ENGLE (1993) for the multivariate case of co-persistence.
derived by using the Root Mean Squared Error (RMSE) as a criterion. The authors estimate the parameters with the smallest RMSE for a large set of countries and financial time series and conclude that the proposed parameter set is the weighted average over all observed markets. The perception for this simplification is mixed (e.g., McMillan and Kambourouidis, 2009). However, its advantage is that it can be incorporated into a spreadsheet without having to estimate the parameters.

2.1.3 Asymmetric GARCH Models

One drawback of the standard GARCH model lies in its nature to depend on the squared residual \( \varepsilon_t^2 \). Consequently, there is no discrimination between positive and negative shocks in the standard GARCH model. However, empirical studies show that “good news” and “bad news” impact volatility differently. Various explanations for the asymmetric effect are given in literature. Some works also name it leverage effect. Christie (1982, pp. 423-425) argues that financial leverage is positively correlated with equity volatility. Hence, it is said that negative returns reduce the equity and given a fixed debt, an increased debt-to-equity ratio, i.e., financial leverage (Franke, Härdle, and Hafner, 2015, p. 285). French, Schwert, and Stambaugh (1987), Campbell and Hentschel (1992), and Bekaert and Wu (2000) advocate the idea of volatility feedback, i.e., time-varying risk premiums. These authors show that the leverage ratio is not the only source of the effect and asymmetry still exists after filtering for financial leverage. While these explanations might fit to equity volatility, they do not account for other asset classes, where this effect is also present. Alternatively, Avramov, Chordia, and Goyal (2006) present selling or trading activity in general as a different reason and show that stocks without leverage appear to have the same effect. Lastly, Smith (2016) presents results that the differences between negative and positive innovations are varying for different weekdays, which cannot be explained by any of the aforementioned theories.

Nevertheless, the asymmetric effect on volatility is incorporated in many GARCH augmentations and subsequently empirically proven, albeit no final solution to the “leverage puzzle” has been found yet. In the following, the most prominent asymmetric GARCH models are presented.

Nelson (1991) presents the exponential GARCH (EGARCH) model. Following Engle and Ng (1993), a possible EGARCH(1,1) representation is given by:

\[
\log (h_t) = \omega + \gamma_1 z_{t-1} + \alpha_1 (|z_{t-1}| - \mathbb{E}[|z_{t-1}|]) + \beta_1 \log (h_{t-1}).
\]

The additional coefficient \( \gamma_1 \) measures whether “good” or “bad” news impact the conditional variance more (\( \gamma_1 < 0 \) or \( \gamma_1 > 0 \), respectively). While \( \gamma_1 \) measures the sign of

---

the standardised residual $z_t = \frac{\varepsilon_t}{\sqrt{h_t}}$ (sign effect), the coefficient $\alpha_1$ accounts for the size or magnitude of $z_t$ (size effect). If $\alpha_1 > 0$ ($\alpha_1 < 0$) then shocks above the expected size of the innovations $z_t$ increase (decrease) the $\log(h_{t+1})$. Since the logarithm of $h_t$ is modelled, the process does not need any restrictions to maintain non-negativity for the conditional variance. He, Teräsvirta, and Malmsten (2002, pp. 870f.) show that EGARCH is strictly stationary if and only if $|\beta_1| < 1$. Furthermore, the process has finite moments, if the underlying distribution of $z_t$ has finite unconditional moments. Additionally, $E[|z_t|]$ is also dependent on the distribution of $z_t$. If $z_t$ is drawn from a Normal distribution, it can be shown that $E[|z_t|] = \sqrt{2/\pi}$.6

The model proposed by GLOSTEN, JAGANNATHAN, and RUNKLE (1993, p. 1787) is often referred to as GJR. The authors distinguish positive and negative shocks by means of an indicator function:

$$h_t = \omega + \alpha_1 \varepsilon_{t-1}^2 + \gamma_1 I_{\{\varepsilon_{t-1}<0\}} \varepsilon_{t-1}^2 + \beta_1 h_{t-1}.$$  

The indicator function $I_{\{\varepsilon_{t-1}<0\}}$ is one if the last shock is negative, otherwise it is zero. Similar to GJR, ZAKOIAN (1994) introduces the Threshold GARCH (TGARCH). In its simplest form it can be written as:

$$\sqrt{h_t} = \omega + \alpha_1 I_{\{\varepsilon_{t-1}>0\}} \varepsilon_{t-1} + \gamma_1 I_{\{\varepsilon_{t-1}<0\}} \varepsilon_{t-1} + \beta_1 \sqrt{h_{t-1}}.$$  

Other models incorporating asymmetric shocks in some way are the Asymmetric GARCH (AGARCH, ENGLE, 1990), the Nonlinear GARCH (NGARCH, Higgins and BERA, 1992), or the VGARCH (ENGLE and NG, 1993). However, more prominently used than the aforementioned models is the asymmetric Power ARCH (APARCH) by DING, GRANGER, and ENGLE (1993). The APARCH($p,q$) can be formulated as follows:

$$h^\delta_t = \omega + \sum_{i=1}^{q} \alpha_i (|\varepsilon_{t-i}| - \gamma_i \varepsilon_{t-i})^\delta + \sum_{j=1}^{p} \beta_j h^\delta_{t-j}. \quad (6)$$

The standard GARCH restrictions are augmented with $\delta \geq 0$ and $\gamma_i \in (-1, 1)$ for all $i = 1, \ldots, p$. Here, $\gamma_i > 0$ indicates that negative shocks have more impact on the conditional variance than positive shocks. The APARCH combines the asymmetric effect and the flexibility to model a different power of the conditional standard deviation. In many empirical studies, the Box-Cox power transformation parameter $\delta$ tends to be less than 2 (e.g. KLEIN and WALTHNER 2016, p. 52). Interestingly, the model includes seven other models: ARCH, GARCH, GJR, TGARCH, and NGARCH to mention the ones described

6 See e.g., LAURENT and PETERS (2002, pp. 453f.) for $E[|z_t|]$ if the underlying distribution of $z_t$ is a (skewed) Student-t or General Error distribution.

7 Sometimes the AGARCH is also mentioned as Quadratic GARCH (QGARCH). See e.g., FRANSIES and VAN DIJK (1996, p. 230). A more general form is discussed by SENTANA (1995).
above. The augmented GARCH by Duan (1997) additionally includes EGARCH.

![News Impact Curves](image)

**Figure 2**: News impact curve for GARCH, EGARCH, and APARCH with Student-t distribution based on the results of Walther (2017) for the Vietnamese stock index VNI in the period July, 15 2005-December, 31 2015. The lagged conditional variance is set to the unconditional variance $h_{t-1} = \sigma_t^2 = 2.6127 \cdot 10^{-4}$.

Once the parameters of the asymmetric GARCH models have been estimated, the leverage effect can be analysed. Engle and Ng (1993) introduce the news impact curve—a graphical approach to visualise the influence of shocks on volatility. Figure 2 shows the news impact curve for GARCH, EGARCH, and APARCH for the data of Walther (2017). While the symmetric GARCH model responses with the same impact on the conditional variance $h_t$ for positive and negative shocks $\varepsilon_{t-1}$, EGARCH and APARCH behave differently. In the case of EGARCH, the conditional volatility $h_t$ is more influenced by negative shocks, given the steeper slope for $\varepsilon_{t-1} < 0$ in comparison to GARCH. On the contrary, the APARCH model has the same impact for negative shocks as GARCH, but places less weight on positive innovations. Additionally to the news impact curve, Engle and Ng (1993, pp. 1757-1763) propose diagnostics to test the sign bias, the negative size bias, and the positive size bias, individually and jointly.

### 2.1.4 Long Memory GARCH Models

Another important stylised fact is the so-called long memory or long range dependence. It states that past distant observations still impact recent ones. One possible definition of
the effect is that the auto-correlation function $\rho$ of a stationary process $z_t$ is not summable (Franke, Härdle, and Hafner, 2015, p. 318):

$$\lim_{T \to \infty} \sum_{k=-T}^{T} |\rho(k)| = \infty.$$ 

In finance, the autocorrelation function of empirically observed absolute or squared returns declines very slowly (e.g. hyperbolically). Usually, squared returns are used as a proxy for variance. Thus, the slowly declining autocorrelation in squared returns indicate long memory behaviour. Figure 3 shows the returns and the squared returns of the Brent oil price used in the study of Klein and Walther (2016). In the upper plot, the autocorrelation declines immediately. Contrary in the lower plot, the autocorrelation is slowly declining up to 100 lags.

Figure 3: Sample autocorrelation function (ACF) for Brent oil price returns $r_t$ and squared returns $r_t^2$, January 2, 1998-December 31, 2014. The blue bounds indicate the 95% confidence interval for the estimated autocorrelation.

The fractional integration is a way to incorporate this effect into the modelling of financial returns. Granger and Joyeux (1980) and Granger (1980) introduce the fractional integration into ARMA models. For volatility models, Baillie, Bollerslev, and Mikkelsen (1996) formulate the Fractionally Integrated GARCH (FIGARCH). In contrast to the original GARCH, the FIGARCH is able to depict (1) long memory with only
one additional parameter \((d)\) and (2) a slowly, hyperbolically decaying auto-correlation instead of an exponential decay. The FIGARCH(1,\(d\),1) can be described as:

\[
h_t = \omega \frac{1 - \beta_1}{1 - \beta_1} + \left(1 - \frac{(1 - \phi_1 L)(1 - L)^d}{1 - \beta_1 L}\right) \varepsilon_t^2
\]

\[
= \omega \frac{1 - \beta_1}{1 - \beta_1} + \sum_{i=1}^{\infty} \lambda_i^{FI} \varepsilon_{t-i}^2,
\]

where

\[
\lambda_i^{FI} = \phi_1 - \beta_1 - d,
\]

\[
\lambda_i^{HY} = \beta_1 \lambda_{i-1}^{HY} + b \left(\frac{i - 1}{i} - \phi_1\right) \left(\frac{(i - 2 - d)!}{d!(1 - d)!}\right),
\]

\(L\) is the lag operator with \(Lr_t = r_{t-1}\). The long memory parameter \(d\) is the real valued order of fractional integration. The last line in Eq. (7) corresponds to the ARCH(∞) representation of FIGARCH with weights \(\lambda_i^{FI}\) for all \(i \in \mathbb{N}\) as defined in Eq. (8). The sufficient non-negativity constraints \(\omega > 0, 0 \leq \beta_1 \leq \phi_1 + d,\) and \(0 \leq d \leq 1 - 2\phi_1\) have to hold in order to refer to admissible parameters. A wider range of necessary and sufficient conditions can be found in CONRAD and HAAG (2006). However, the discussion on conditions for weak and strict stationarity of FIGARCH is still ongoing. KAZAKEVIČIUS and LEIPUS (2003) question the existence of a stationary solution. DAVIDSON (2004, p. 20) points out that FIGARCH does not have a finite unconditional variance for any \(d\).

Alternatively, DAVIDSON (2004) presents a generalised model: the hyperbolic GARCH (HYGARCH). Following CONRAD (2010, pp. 443-446), the HYGARCH(1,\(d\),1) can be formulated:

\[
h_t = \omega + \left(1 - \frac{1 - \phi_1 L}{1 - \beta_1 L} \left(1 + b \left[(1 - L)^d - 1\right]\right)\right) \varepsilon_t^2
\]

\[
= \omega \frac{1 - \beta_1}{1 - \beta_1} + \sum_{i=1}^{\infty} \lambda_i^{HY} \varepsilon_{t-i}^2,
\]

where

\[
\lambda_1^{HY} = bd + \phi_1 - \beta_1,
\]

\[
\lambda_i^{HY} = \beta_1 \lambda_{i-1}^{HY} + b \left(\frac{i - 1}{i} - \phi_1\right) \left(\frac{(i - 2 - d)!}{d!(1 - d)!}\right).
\]

The extra coefficient \(b \in [0, 1]\) allows the special cases GARCH \((b = 0)\) and FIGARCH \((b = 1)\). Thus, the HYGARCH can be interpreted as a mixture of both models and remain

\[\text{DOUC, ROUEFF, and SOULIER (2008) show the existence of some FIGARCH processes. A recent review on the matter is provided by DAVIDSON and LI (2014).}\]
non-negative, if the respective conditions for FIGARCH and GARCH are met. CONRAD (2010) provides necessary and sufficient non-negativity conditions for HYGARCH which are less restrictive.

The last two models, which are presented in this subsection, combine the stylised facts of long memory and the above mentioned leverage effect. Corresponding to the EGARCH model (Eq. 5), BOLLERSLEV and MIKKELSEN (1996) postulate the Fractionally Integrated EGARCH (FIEGARCH) by alternating Eq. (7):

\[
\log (h_t) = \frac{\omega}{1 - \beta_1} + \left( 1 - \frac{\phi_1 L (1 - L)^d}{1 - \beta_1 L} \right) \left( \gamma_1 z_t + \alpha_1 \left( |z_t| - \mathbb{E}[|z_t|] \right) \right),
\]

\[
= \frac{\omega}{1 - \beta_1} + \sum_{i=1}^{\infty} \lambda^F_l \left( \gamma_1 z_{t-i} + \alpha_1 \left( |z_{t-i}| - \mathbb{E}[|z_{t-i}|] \right) \right).
\]

Furthermore, TSE (1998) combines the AP ARCH model (Eq. 6) with hyperbolically decay of shocks and formulates the Fractionally Integrated AP ARCH (FIAPARCH):

\[
\delta^{\delta} h_t = \frac{\omega}{1 - \beta_1} + \left( 1 - \frac{\phi_1 L (1 - L)^d}{1 - \beta_1 L} \right) \left( |\varepsilon_t| - \gamma_1 \varepsilon_t \right)^{\delta},
\]

\[
= \frac{\omega}{1 - \beta_1} + \sum_{i=1}^{\infty} \lambda^F_l \left( |\varepsilon_{t-i}| - \gamma_1 \varepsilon_{t-i} \right)^{\delta}.
\]

Both models can also be transferred to their HYGARCH representations by changing the ARCH(\infty) weights.

From the ARCH(\infty) representations of the aforementioned long memory GARCH models, it can be seen that the infinite sum must be truncated to suit practical purposes. BAILLIE, BOLLERSLEV, and MIKKELSEN (1996, pp. 12f.) suggest to use at least 1,000 lags. Nonetheless, a data set of T observations and a truncation lag of B, translates to T \cdot B calculations to obtain the full path of conditional variance. In view of parameter estimation and forecasting exercises, where the whole path has to be evaluated several times, the process is relatively time consuming. To ease this problem, KLEIN and WALther (2017) adopt the idea from JENSEN and NIELSEN (2014) to use Fast Fractional Fourier transforms (COOLEY and TUKEY, 1965) to compute the conditional variance. The computations reduce to T \cdot \log (B) and offer an enormous potential for time savings.\footnote{In a Monte Carlo simulation, KLEIN and WALther (2017) show e.g. for T =5,000 and B =1,000 the computation time of FIGARCH(1,d,1) parameter estimation reduces from 10.92 seconds to 0.54 seconds.}

\section{2.1.5 Regime Switching GARCH Models}

Heretofore, all presented models keep the same structure when applied to actual data. By doing so, one neglects the possibility of different e.g. economic environments in the sam-
ple period. Hence, in less (high) volatile times, the estimated parameters from a GARCH model yield a conditional variance, which is to high (low) \(^{10}\). \(\text{CAI} \,(1994, \text{p. 310})\) argues that the strong persistence in variance is due to structural changes. To overcome this possible bias, the Markov-Regime-Switching (MRS) framework introduced by \(\text{HAMILTON} \,(1989)\) can be used. Based on a Markov-Chain, each regime possesses its own set of parameters. \(\text{HAMILTON} \,\text{and SUSMEL} \,(1994)\) and \(\text{CAI} \,(1994)\) are the first to formulate Markov-Regime-Switching ARCH models. For \(R\) regimes with unobservable states \(S_t \in \{1, \ldots, R\}\) at time \(t\), the MRS-ARCH\((q)\) process reads as follows:

\[
\begin{align*}
    r_t &= \mu_{t,S_t} + \sqrt{h_{t,S_t}} z_t \\
    h_{t,S_t} &= \omega_{S_t} + \sum_{i=1}^{q} \alpha_{i,S_t} \varepsilon_{t-i}^2.
\end{align*}
\]

The underlying first order Markov-Chain determines the current state \(S_t\). The transition probabilities \(P_{i,j} = \mathbb{P}[S_t = j | S_{t-1} = i]\) of moving from Regime \(i\) to \(j\) are collected in the transition matrix

\[
P = \begin{bmatrix}
P_{1,1} & P_{1,2} & \cdots & P_{1,R} \\
P_{2,1} & P_{2,2} & \cdots & P_{2,R} \\
\vdots & \vdots & \ddots & \vdots \\
P_{R,1} & P_{R,2} & \cdots & P_{R,R}
\end{bmatrix},
\]

where each column in \(P\) sums up to unity, i.e. for the \(i\)-th column \(\sum_{j=1}^{R} P_{i,j} = 1\). Note that \(\mathbb{P}[S_t = i] > 0\) for all \(i \in \{1, \ldots, R\}\). The transition probabilities are estimated along with the other model parameters (\(\text{HAMILTON} \,\text{and SUSMEL} \,(1994, \text{p. 316})\)).

However, the formulation of a MRS-GARCH is much more cumbersome. Given the GARCH structure, the whole set of states \(\{S_t, S_{t-1}, S_{t-2}, \ldots\}\) of the Markov-Chain has to be known in order to recursively calculate the current conditional variance \(h_{t,S_t}\). For \(R\) regimes, \(R^T\) states have to be considered, which is practically impossible for larger sample sizes (\(\text{CAI} \,(1994, \text{p. 310})\)).

\(\text{GRAY} \,(1996)\) circumvents the problem. For a MRS-GARCH\((1,1)\) with \(R\) regimes, the author proposes to calculate the conditional expected value of \(h_t\) given the information at \(t-1\), i.e.

\[
h_{t,S_t} = \omega_{S_t} + \alpha_{S_t} \varepsilon_{t-1}^2 + \beta_{S_t} h_{t-1},
\]

\(^{10}\) The same motivation is used in the German article \(\text{LOCAREK-JUNGE} \,\text{and WALThER} \,(2017)\).
with

\[ h_t = \mathbb{E}[h_{t,S_t} | \Omega_{t-1}] \]

\[ = \sum_{j=1}^{R} P_{t,S_t=j} \left( \mu_{S_t=j}^2 + h_{t,S_t=j} \right) - \left( \sum_{j=1}^{R} P_{t,S_t=j} \mu_{S_t=j} \right)^2 \]

\[ \varepsilon_t = r_t - \sum_{j=1}^{R} P_{t,S_t=j} h_{t,S_t=j}, \]

where \( P_{t,S_t=j} = \mathbb{P}[S_t = j | \Omega_{t-1}] \) for \( j = 1, \ldots, R \) is the probability of being in state \( j \) at time \( t \). Hence, the variance \( h_{t,S_t} \), conditional of time \( t \) and state \( S_t \), is calculated given the information set \( \Omega_{t-2} \). \text{KLAASSEN} (2002) alternates the process and uses the information set \( \Omega_{t-1} \). Lastly, \text{HAAS, MITTNIK, and PAOLELLA} (2004b) use a different approach. Instead of conditioning the regime variance \( h_{t,S_t} \) on one mutual variance path, it is proposed that each regime has its own variance path. Thus, a MRS-GARCH(1,1) could read as follows:

\[ h_{t,S_t} = \omega_{S_t} + \alpha_{S_t} \varepsilon_{t-1}^2 + \beta_{S_t} h_{t-1,S_t}. \] (11)

Stationarity conditions for the MRS-GARCH models are discussed in \text{HAAS, MITTNIK, and PAOLELLA} (2004b); \text{LIU} (2006), and \text{ABRAMSON and COHEN} (2007). Once the parameters of the MRS-GARCH model are estimated, one can derive smoothed state probabilities \( P_{t,S_t} \) to improve inference with the algorithm presented in \text{KIM} (1994).

The GARCH variants presented in Sec. 2.1.1-2.1.4 can be used to substitute the underlying GARCH process in each regime (\text{PEREZ QUIROS and TIMMERMANN}, 2001; \text{ALOUI and JAMMAZI}, 2009; \text{HENRY}, 2009). Figure 4 shows the two regimes from the Very Large Crude Carrier Route TD4 for monthly returns derived from a MRS-APARCH model (\text{LAUENSTEIN and WALThER}, 2016). Here, the blue block indicates a regime of high volatility.

Another generalisation of the MRS models is to relax the assumption of constant transition probabilities. \text{DIEBOLD, LEE, and WEINBACH} (1994) introduce time-varying transition probabilities for the general class of MRS models. Among others \text{KRÄMER} (2008) and \text{HENRY} (2009) use this specification in a MRS-GARCH framework.

### 2.1.6 Mixture GARCH Models

Closely related to the discussed MRS-GARCH models above, is the class of Mixture GARCH models. Instead of having different regimes, this model class mixes distributions to obtain a better fit on the empirical distribution. As mentioned earlier, the Normal di-
Figure 4: Regimes in tanker freight rates (Very Large Crude Carrier Route TD4, June 1, 2000-May 29, 2015). The blue block indicates the “high volatility” regime and is derived from the smoothed probabilities from a MRS-APARCH with monthly returns. The data is based on the work of LAUENSTEIN and WALTHER (2016).

distribution is not capable to depict certain stylised facts, such as the fat tails. However, the mix of e.g. two Normal distributions is able to do so. HAAS, MITTNIK, and PAOLELLA (2004a) present the Mixture Normal GARCH model. The formulation of the GARCH process does not differ from the one presented in Eq. (11), except that one does not consider time-dependent regimes \( S_t \), but constant mixture components \( S \in \{1, \ldots, K\} \). Thus, the mixed conditional variance is given by:

\[
    h_t = \sum_{i=1}^{K} P_{t,S=i} h_{t,S=i},
\]

where the probability of \( i \)-th component \( P_{t,S=i} = \mathbb{P}[S = i] \) is constant over time and can be interpreted as a weight. A more flexible approach is advocated by CHENG, YU, and LI (2009). The authors’ Dynamic Mixture GARCH model allows for time-varying mixtures. In a two component setting, the state probability is given by e.g. a logistic link function

\[
    P_{t,S=1} = \frac{1}{1 + \exp(\kappa_0 + \kappa_1 r_{t-1})},
\]

with \( P_{t,S=2} = (1 - P_{t,S=1}) \) and \( \kappa_0 \) and \( \kappa_1 \) as autoregressive parameters on \( r_t \). LI, LI, and LI (2013) extend the idea and mix a standard GARCH with a FIGARCH component. The resulting Mixture Memory (MM-)GARCH can depict a component with short memory and one component with long memory. The model is applied by KLEIN and WALTHER (2016) on oil prices. The component-wise and full conditional density for the time series
of the oil blend WTI is presented in Figure 5. It can be seen that the two components have different volatilities and that the MMGARCH is mainly driven by the GARCH.

Other mixture GARCH variations are presented in Vlaar and Palm (1993); Palm and Vlaar (1997); and Lin and Yeh (2000).

2.1.7 Component GARCH Models

The last set of models presented in this work, are the component GARCH models. The first variant is the component GARCH of Ding and Granger (1996). By weighting single GARCH processes, the authors propose a model to better depict long memory behaviour (as in Sec. 2.1.4). The component GARCH specification of Engle and Lee (1999) goes
a different direction. The model disentangles the variance into a long-run \((\tau_t)\) and short-run \((g_t)\) part. The model of additive nature reads as follows:

\[
\begin{align*}
ht &= \tau_t + gt, \\
gt &= (\alpha + \beta) gt_{t-1} + \alpha (\varepsilon^2_{t-1} - ht_{t-1}), \\
\tau_t &= \omega + \psi h_{t-1} + \zeta (\varepsilon^2_{t-1} - ht_{t-1}).
\end{align*}
\]

The parameter restrictions \(1 > \psi > \alpha + \beta > 0, \beta > \zeta > 0, \) and \(\alpha, \beta, \zeta, \omega > 0\) are sufficient to guarantee stationarity and non-negativity. Moreover, the condition provides that the persistence in the long-run process \(\tau_t\) dies out at a slower rate than in the short-run process \(g_t\).

Engle and Rangel (2008) suggest another approach. The Spline-GARCH decomposes the variance into low- and high-frequency factors. The low-frequency part \(\tau_t\) is described by an exponential quadratic spline. The Spline\((k)\)-GARCH with \(k\) splines is described as:

\[
\begin{align*}
ht &= \tau_t g_t, \\
gt &= (1 - \alpha - \beta) + \alpha \left( \frac{\varepsilon^2_{t-1}}{\tau_{t-1}} \right) + \beta gt_{t-1}, \\
\tau_t &= c \exp \left( \omega_0 \frac{t}{T} + \sum_{i=1}^{k} \omega_i \max \left( \frac{t - t_i}{T}; 0 \right)^2 \right),
\end{align*}
\]

where \(\{t_0 = 0, t_1, t_2, \ldots, t_k = T\}\) are the equidistant knots of the splines in \(\tau_t\). Interestingly, the expected value of the mean-reverting high-frequency part \(g_t\) is 1 by construction:

\[
\begin{align*}
\mathbb{E}[g_t] &= \mathbb{E}\left[ (1 - \alpha - \beta) + \alpha z^2_{t-1} + \beta gt_{t-1} \right] \\
&= (1 - \alpha - \beta) + \alpha \mathbb{E}[z^2_{t-1}] + \beta \mathbb{E}[g_{t-1}], \\
\Leftrightarrow (1 - \beta) \mathbb{E}[g_t] &= (1 - \alpha - \beta) + \alpha, \\
\Leftrightarrow \mathbb{E}[g_t] &= 1,
\end{align*}
\]

provided that \(\mathbb{E}[z^2_t] = \mathbb{V}[z_t] = 1\) (Eq. 1) and \(\mathbb{E}[g_t] = \mathbb{E}[g_{t-1}]\). Thus, the unconditional variance is determined by the low-frequency part, i.e.

\[
\mathbb{E}[h_t] = \mathbb{E}[\tau_t g_t] = \tau_t \mathbb{E}[g_t] = \tau_t. \tag{12}
\]

Building on that idea, other model variations have emerged. Amado and Teräsvirta (2013) propose an additive and multiplicative Time-Varying GARCH and GJR with a smooth transition part described by a logistic transition function. Pascalu, Thomann, González-Rivera (1998) and Belkhouja and Boutahary (2011) follow a similar idea.
and GREGORIOU (2010) and BAILLIE and MORANA (2009) use flexible Fourier forms (GALLANT, 1984) instead of a spline to describe the low-frequency part, while the high-frequency is driven by a GARCH and FIGARCH process, respectively. Finally, ENGLE, GHYSELS, and SOHN (2013) replace the non-parametric spline with the Mixed Data Sampling approach by GHYSELS, SANTA-CLAARA, and VALKANOVIĆ (2004).

In the Spline-GARCH, the number of knots $k$ has to be set in advance or selected up on an information criterion (see Sec. 2.2). WALTHER et al. (2017) suggest to use a structural break point test instead. The break points of the Iterated Cumulative Sum of Squares algorithm (INCLAN and TIAO, 1994; SANSÓ, ARAGÓ, and CARRIÓN, 2004) are then used to set the knots in the Spline-GARCH. By this means, the knots are not necessarily equidistant. Figure 6 shows how in the multiplicative component Spline-GARCH model, the high-frequency part fluctuates around a common trend represented by the low-frequency component.

Figure 6: Spline-GARCH on Polish Zloty to Euro exchange rate returns in the period 1999-2015 based on daily closing prices. The knots of the splines are selected with Iterated Cumulative Sum of Squares approach (SANSÓ, ARAGÓ, and CARRIÓN, 2004). The data is based on the work of WALTHER et al. (2017).

### 2.2 Estimation and Model Selection

The parameters in GARCH models can be estimated by various means: Ordinary Least Squares (ENGL, 1982); Bayesian or Monte Carlo Estimation (GEWEKE, 1989); Whittle Estimation (GIRAITIS and ROBINSON, 2001); Least Absolute Deviation (PENG, 2003); and even a closed-form estimator (KRISTENSEN and LINTON, 2000). However, the most
prominent method to estimate the parameters of GARCH models is the Maximum Likelihood Estimation (MLE). In what follows, the MLE estimation for GARCH models is presented.

Given the information set \( \Omega_{t-1} \) and the assumption that \((\varepsilon_t)_{t\in\mathbb{Z}}\) are i.i.d., the conditional variance \((h_t(\theta))_{t\in\mathbb{Z}}\) with the parameter vector \(\theta\), e.g. \(\theta = (\omega, \alpha, \beta)'\) in the case of GARCH(1,1), the conditional likelihood function can be written:

\[
L(\theta) = \prod_{t=1}^{T} \ell_t(\theta|\Omega_{t-1}),
\]

where \(\ell_t(\theta|\Omega_{t-1})\) is the conditional likelihood (equal to the conditional density function \(f_t(\theta|\Omega_{t-1})\)). In case of a Normal distribution of \(\varepsilon_t\), the conditional likelihood is

\[
\ell_t(\theta|\Omega_{t-1}) = \frac{1}{\sqrt{2\pi h_t}} \exp \left( -\frac{\varepsilon_t^2}{2h_t} \right). \tag{13}
\]

In practice, however, the conditional log-likelihood function is used:

\[
\log L(\theta) = \sum_{t=1}^{T} \log \ell_t(\theta|\Omega_{t-1})
= \sum_{t=1}^{T} \left( -\frac{1}{2} \log (2\pi) - \frac{1}{2} \log h_t - \frac{\varepsilon_t^2}{2h_t} \right). \tag{14}
\]

The parameter estimate \(\hat{\theta}\) is obtained by maximisation of the log-likelihood function:

\[
\hat{\theta} = \arg \max_{\theta \in \Theta} \log L(\theta),
\]

where \(\Theta\) is the admissible parameter space with regards to non-negativity and stationarity conditions. Since the calculation of \((h_t(\theta))_{t\in\mathbb{Z}}\) includes the values \(h_t\) and \(\varepsilon^2_t\) for \(t < 0\), presample values are needed. ENGLE and BOllerslev (1986b, p. 24) and Bollerslev (1986, p. 316) suggests to use the sample mean \(\frac{1}{T} \sum_{t=1}^{T} \varepsilon_t^2\).

A prerequisite to use the MLE is that the underlying model is the “true” model. As stated above, especially financial data is not Normally distributed. Hence, the model is misspecified when using Eq. (13) and (14), which leads to inconsistent estimators and biased standard errors (White, 1982). Therefore, the use of the Quasi Maximum-Likelihood Estimation (QMLE) is suggested, which applies under certain conditions even if the model is misspecified. The MLE and QMLE only differ in a robust covariance

---

14 The description of the MLE is similar to the one presented in Locarek-junge, Klein, and Walther (2014, pp. 1350f.).
15 Note that the parameter indices for first-order GARCH specification, e.g. GARCH(1,1), are left out for the sake of simplicity. Thus, \(\alpha_1\) is denoted as \(\alpha\) etc. Moreover, prime denotes transposition. Hence, \(\theta\) is a column vector.
In case of the correct model, the covariance matrix for the estimator can be obtained either from the Outer-Product (first-order derivative) $D_T^{-1}/T$ with

$$D_T = \frac{1}{T} \sum_{t=1}^{T} \left( \frac{\partial \log \ell_t(\theta)}{\partial \theta} \frac{\partial \log \ell_t(\theta)}{\partial \theta'} \right),$$

or the Hessian (second-order derivative) form $H_T^{-1}/T$ with

$$H_T = -\frac{1}{T} \sum_{t=1}^{T} \left( \frac{\partial^2 \log \ell_t(\theta)}{\partial \theta \partial \theta'} \right).$$

For the correct model, both should be the same. When the model is assumed to be misspecified, one can obtain robust standard errors by using the so-called sandwich estimator for the covariance matrix from BOLLERSLEV and WOOLDRIDGE (1992, pp. 148f.) i.e.

$$D_T^{-1}H_TD_T^{-1}/T.$$

The standard errors for $\hat{\theta}$ are the square root of the diagonal elements of the covariance estimator (MCNEIL, FREY, and EMBRECHTS, 2015, pp. 124-127 and RUPPERT and MATTESON, 2015, pp. 104-107).

The likelihood $\ell_t(\theta|\Omega_{t-1})$ can be chosen to better fit the empirical data, e.g. to account for fat tails. One possibility is to use the density function of the standardised Student-t distribution (BOLLERSLEV, 1987, p. 543 and TSAY, 2013, pp. 189f.):

$$\ell_t(\theta|\Omega_{t-1}) = \frac{\Gamma \left( \frac{\nu+1}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \sqrt{\pi (\nu - 2)} h_t} \left( 1 + \frac{\varepsilon_t^2}{(\nu - 2) h_t} \right)^{-1/2},$$

where $\Gamma(\cdot)$ is the Gamma function

$$\Gamma (x) = \int_0^\infty y^{x-1} \exp (-y) \, dy,$$

and $\nu$ is the degree of freedom, which can be estimated along with the rest of the parameters, i.e. for GARCH(1,1): $\theta = (\omega, \alpha, \beta, \nu)'$. Instead of Eq. (14) it follows:

$$\log \mathcal{L} (\theta) = T \left( \log \Gamma \left( \frac{\nu + 1}{2} \right) - \log \Gamma \left( \frac{\nu}{2} \right) - \frac{1}{2} \log \pi (\nu - 2) \right)$$

$$- \frac{1}{2} \sum_{t=1}^{T} \left( \log h_t + (\nu + 1) \log \left( 1 + \frac{\varepsilon_t^2}{(\nu - 2) h_t} \right) \right).$$

The QMLE works for the models presented in Sec. 2.1.1-2.1.4 and 2.1.7. In case of MRS- and Mixture GARCH models, the series $(S_t)_{t \in \mathbb{Z}}$ is not observable. Hence, one needs to
calculate the $R \times 1$ conditional probability vector

$$
\hat{\xi}_{t|s} = \begin{bmatrix}
P[S_t = 1|\theta; \Omega_s] \\
P[S_t = 2|\theta; \Omega_s] \\
\vdots \\
P[S_t = R|\theta; \Omega_s]
\end{bmatrix}.
$$

HAMILTON (1994, pp. 690-696) suggests to derive the state probabilities iteratively by

$$
\hat{\xi}_{t|t} = \frac{\left(\hat{\xi}_{t|t-1} \odot \eta_t\right)}{1' \left(\hat{\xi}_{t|t-1} \odot \eta_t\right)},
$$

$$
\hat{\xi}_{t+1|t} = P\hat{\xi}_{t|t},
$$

where $\eta_t$ is the $R$-dimensional vector of the conditional density functions

$$
\eta_t = \begin{bmatrix}
f_t (\theta|S_t = 1; \Omega_{t-1}) \\
f_t (\theta|S_t = 2; \Omega_{t-1}) \\
\vdots \\
f_t (\theta|S_t = R; \Omega_{t-1})
\end{bmatrix},
$$

and $\odot$ is the element-wise multiplication operator. The log-likelihood is obtained as a by-product of this algorithm with

$$
\log \ell_t (\theta|\Omega_{t-1}) = \log \left(1' \left(\hat{\xi}_{t|t-1} \odot \eta_t\right)\right),
$$

$$
= \log \sum_{i=1}^{R} P_{L,S_t=i} f_t (\theta|S_t = i; \Omega_{t-1}).
$$

Another possibility is the so-called Expectation-Maximisation (EM) algorithm (DEMPSTER, LAIRD, and RUBIN, 1977). Based on starting parameters $\hat{\theta}^{(0)}$ a first expectation for $\hat{\xi}_{t|t-1}^{(1)}$ is calculated. This expectation is used to estimate the parameters $\hat{\theta}^{(1)}$ by maximising the log-likelihood function. However, since the data is incomplete (the regimes are not observable), the log-likelihood is replaced by an expected log-likelihood:

$$
\hat{\theta}^{(1)} = \arg \max_{\theta \in \Theta} \log L^* = \log \left(1' \left(\hat{\xi}_{t|t-1} \odot \eta_t\right)\right),
$$

$$
\log L^* = \sum_{t=1}^{T} \sum_{i=1}^{R} \hat{\xi}_{t|t-1}^{(1)} \log \left(P[S_t = i|\theta; \Omega_{t-1}] f_t (\theta|S_t = i; \Omega_{t-1})\right).
$$

The second expectation step uses $\hat{\theta}^{(1)}$ and so on. The algorithm stops, when $\hat{\theta}^{(k)} \approx \hat{\theta}^{(k-1)}$ (HAMILTON, 1990, pp. 46-51 and KLEIN and WALThER, 2016, pp. 48f.).
Once, the model parameters are estimated, one can compare the goodness-of-fit. Popular measures are the Akaike Information Criterion (AIC, \( A_{\text{KAIKE}} \), 1974, p. 719) and the Bayesian Information Criterion (BIC, \( S_{\text{CHWARZ}} \), 1978, p. 461):

\[
\begin{align*}
\text{AIC} &= -2 \log L + 2n, \\
\text{BIC} &= -2 \log L + n \log T,
\end{align*}
\]

where \( n \) is the number of parameters of a specific model. When comparing two models, the model with the lower AIC or BIC has the better goodness-of-fit. This procedure can also be exercised to identify e.g. the lag-order \( p \) and \( q \) of GARCH\((p,q)\) models or the number of splines \( k \) in the Spline\((k)\)-GARCH as suggested for model selection by BOX, JENKINS, and REINSEL (2008, pp. 211f.) for ARMA models.

### 2.3 Forecasting

In this section, the forecasting or prediction with GARCH models is reviewed. Generally, there are two cases that are considered: (1) one-period ahead and (2) multi-periods ahead. The latter can be additionally subdivided into point or accumulated volatility forecast.

For GARCH\((1,1)\), the one-period ahead variance forecast \( \hat{E}[h_{T+1}|\Omega_T] = \hat{h}_{T+1} \) is trivial. Given all information \( \Omega_T \) and the estimated parameters \( \hat{\theta} \), the Eq. (4) can be used, i.e.

\[
\hat{h}_{T+1} = \hat{\omega} + \hat{\alpha} \varepsilon^2_T + \hat{\beta} h_T.
\]  

(17)

For the 2-periods ahead, the equation can be formulated as

\[
\hat{h}_{T+2} = \omega + \alpha \hat{\varepsilon}^2_{T+1} + \beta h_{T+1}.
\]

Since \( \varepsilon^2_{T+1} \) and \( h_{T+1} \) are unknown, they can be substituted by their conditional expectation, i.e.

\[
\hat{h}_{T+2} = \hat{\omega} + \hat{\alpha} \hat{E}[\varepsilon^2_{T+1}|\Omega_T] + \hat{\beta} \hat{h}_{T+1}.
\]

Given that \( \hat{E}[\varepsilon^2_{T+1}|\Omega_T] = \hat{h}_{T+1} \), it follows

\[
\hat{h}_{T+2} = \hat{\omega} + \left( \hat{\alpha} + \hat{\beta} \right) \hat{h}_{T+1},
\]

where \( \hat{h}_{T+1} \) can be substituted by Eq. (17):

\[
\hat{h}_{T+2} = \hat{\omega} + \left( \hat{\alpha} + \hat{\beta} \right) \left( \hat{\omega} + \hat{\alpha} \varepsilon^2_T + \hat{\beta} h_T \right)
\]

\[
= \hat{\omega} + \hat{\omega} \left( \hat{\alpha} + \hat{\beta} \right) + \left( \hat{\alpha} + \hat{\beta} \right) \left( \hat{\alpha} \varepsilon^2_T + \hat{\beta} h_T \right).
\]
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The $s$-period ahead prediction, for $s \geq 3$, is obtained by further recursive substitution:

\[
\hat{h}_{T+s} = \hat{\omega} + (\hat{\alpha} + \hat{\beta}) \hat{h}_{T+s-1}
= \hat{\omega} + (\hat{\alpha} + \hat{\beta}) (\hat{\omega} + (\hat{\alpha} + \hat{\beta}) \hat{h}_{T+s-2})
= \hat{\omega} + \hat{\omega} (\hat{\alpha} + \hat{\beta}) + (\hat{\alpha} + \hat{\beta})^2 \hat{h}_{T+s-2}
\]

\[
\vdots
\]

\[
= \hat{\omega} \sum_{i=0}^{s-2} (\hat{\alpha} + \hat{\beta})^i + (\hat{\alpha} + \hat{\beta})^{s-1} \hat{h}_{T+1}
= \hat{\omega} \sum_{i=0}^{s-1} (\hat{\alpha} + \hat{\beta})^i + (\hat{\alpha} + \hat{\beta})^{s-1} (\hat{\alpha}\hat{\varepsilon}_T^2 + \hat{\beta}h_T).
\]

From Eq. (18), it is obvious that for $s \to \infty$, $\hat{h}_{T+s} \to \hat{\omega}_{1-\hat{\alpha}-\hat{\beta}}$, provided that $\hat{\alpha} + \hat{\beta} < 1$, which coincides with the unconditional variance and demonstrates the mean-reverting property of the model \(\text{TSA}Y\ 2013\), pp. 200f. and \(\text{MCNEIL, FREY, and EMBRECHTS}\, 2015\), pp. 130f.\)

Forecasting with asymmetric GARCH models (Sec. 2.1.3) is a bit more complex and often depends on the underlying distributional assumption due to the conditional expectations. \(\text{TSA}Y\) (2013, pp. 220f.) provides the $s$-period ahead forecast for EGARCH(1,1) with Normal distribution. In order to do so, the Eq. (5) needs to be transformed to

\[
h_t = \exp (\omega + g (z_{t-1}) + \beta \log h_{t-1})
= \exp (\omega) \exp (g (z_{t-1})) h_{t-1}^\beta,
\]

with $g (z_t) = \gamma z_t + \alpha (|z_t| - \sqrt{2/\pi})$, since $h_{T+s}$ and not $\log h_{T+s}$ is to be forecasted.\[16\]

Thus, for the one-period ahead prediction the equation is

\[
\hat{h}_{T+1} = \exp (\hat{\omega}) \exp (\hat{g} (z_T)) h_T^\beta,
\]

where all data is known after estimation at time $T$. Any further forecast needs the expec-

\[16\] With Jensen’s inequality it follows that $\exp (\mathbb{E} [\log h_{T+s}]) \leq \mathbb{E} [\exp (\log h_{T+s})]$.\]
The approximation of $\exp (g(z_t))$, i.e.
\[
\mathbb{E} [\exp (g(z_t))] = \mathbb{E} \left[ \exp \left( \gamma z_t + \alpha \left| z_t \right| - \sqrt{2/\pi} \right) \right] = \int_{-\infty}^{\infty} \exp \left( \gamma z_t + \alpha \left| z_t \right| - \sqrt{2/\pi} \right) \varphi(z_t) \, dz_t
\]
\[
= \exp \left( -\alpha \sqrt{2/\pi} + \frac{(\gamma + \alpha)^2}{2} \right) \Phi(\gamma + \alpha)
\]
\[
+ \exp \left( -\alpha \sqrt{2/\pi} + \frac{(\gamma - \alpha)^2}{2} \right) \Phi(\gamma - \alpha),
\]

with $\varphi(\cdot)$ and $\Phi(\cdot)$ as the probability density function and cumulative distribution function of the standard Normal distribution, respectively. Hence, the two-period and $s$-period, for $s \geq 3$, ahead forecasts are:

\[
\hat{h}_{T+2} = \exp \left( \hat{\omega} \left( 1 + \hat{\beta} \right) + \hat{\beta} \hat{g}(z_T) \right) h_T^{\hat{g}} \mathbb{E} [\exp (\hat{g}(z_t))] ,
\]
\[
\hat{h}_{T+s} = \exp \left( \omega \sum_{i=0}^{s} \beta^i + \hat{\beta}^{s-1} \hat{g}(z_T) \right) h_T^{\hat{g}} \mathbb{E} [\exp (\hat{g}(z_t))] \sum_{i=0}^{s-2} \beta^i.
\]

The prediction for GJR-GARCH follows the one for the normal GARCH in Eq. (18). For a symmetrical distribution, $\mathbb{E}[\varepsilon_t^2 | \varepsilon_t < 0; \Omega_{t-1}] = \frac{1}{2} h_t$. Consequently the $s$-period ahead forecast is

\[
\hat{h}_{T+s} = \hat{\omega} \sum_{i=0}^{s-1} \left( \hat{\alpha} + \hat{\gamma}/2 + \hat{\beta} \right) + \left( \hat{\alpha} + \hat{\gamma}/2 + \hat{\beta} \right)^{s-1} \left( \hat{\alpha} \varepsilon_T^2 + \hat{\gamma} I_{\{\varepsilon_{t-1} < 0\}} \varepsilon_T^2 + \hat{\beta} h_T \right).
\]

For the APARCH(1,1) forecast with Normal innovations, it is referred to Klein and Walther (2016, p. 49).

To forecast long memory GARCH models (Sec. 2.1.4), the ARCH($\infty$) representation is used:

\[
\hat{h}_{T+s} = \frac{\hat{\omega}}{1 - \beta} + \sum_{i=1}^{\infty} \hat{\lambda}_i \hat{e}_{T+s-i}^2.
\]

For $i = 1, \ldots, s - 1$ the squared residuals are unknown and must be replaced by their conditional expectation:

\[
\hat{h}_{T+s} = \frac{\hat{\omega}}{1 - \beta} + \sum_{i=1}^{s-1} \hat{\lambda}_i \hat{h}_{T+s-i} + \sum_{i=s}^{\infty} \hat{\lambda}_i \hat{e}_{T+s-i}^2.
\]

By iteratively calculating $\hat{h}_{T+1}, \hat{h}_{T+2}, \ldots, \hat{h}_{T+s-1}$, the prediction for $\hat{h}_{T+s}$ is estimated. In practice, the infinite sum needs to be truncated. In most applications, a truncation lag of 1,000 is common (Klein and Walther, 2017).
MRS- and Mixture GARCH models follow their single regime counterparts. The only difference is that a forecast for the regime/component probabilities has to be drawn. In case of the MRS models, HAMILTON (1994, p. 694) shows that

$$\hat{\xi}_{t+s|T} = P^s\hat{\xi}_{t|T}. $$

The best guess for Mixture models, however, is, to simply use the probabilities at time $T$ for forecasts to $T + s$.

Lastly, in multiplicative Component GARCH models, the expectation for the long-term component is given in Eq. (12). Thus, only the short-term component needs to be forecasted and is equivalent to the various GARCH models described above with the simple exception that the unconditional variance for the short-term component is 1. Hence, for a GARCH(1,1) the forecast is

$$\hat{h}_{T+s} = \tau_T \left( (1 - \hat{\alpha} - \hat{\beta}) \sum_{i=0}^{s} \left( \hat{\alpha} + \hat{\beta} \right)^i \sum_{i=0}^{\infty} \left( \hat{\alpha} + \hat{\beta} \right)^i \sigma_T \right).$$

The above mentioned procedures yield point forecasts, i.e. the variance at time $T + s$. However, in some cases, the econometrician wants to have an aggregated forecast, i.e. the variance for the period $T + 1$ to $T + s$. For homoscedastic frameworks with symmetric error distribution, the rule-of-square-root usually applies. The weekly volatility is simply $\sigma(w) = \sqrt{5}\sigma(d)$ for five trading days and $\sigma(d)$ as the daily volatility. In a GARCH framework, one has to sum up the daily variance point forecasts (POON, 2005, p. 16):

$$\hat{h}_{T+1:T+5}^{(w)} = \sum_{i=1}^{5} \hat{h}_{T+i}^{(d)},$$

with the weekly volatility $\sqrt{\hat{h}_{T+1:T+5}^{(w)}}$.

To evaluate the forecast accuracy, loss functions in an out-of-sample exercise are used. The sample is divided into a training data set of length $N$ with $t = 1, \ldots, N$ and a test data set with length $M$ where $t = N + 1, \ldots, N + M$. One estimates the model’s parameter from the training data set and makes predictions for the realisation in the test data set. Afterwards, the predictions and the observations are compared using loss functions. A variety of loss function is presented in HANSEN and LUNDE (2005, pp. 877), POON (2005, pp. 23f.), and PATTON (2011, p. 248). However, the most common ones are the above mentioned RMSE

$$\text{RMSE} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} \left( \hat{h}_{N+i} - h_{N+i} \right)^2},$$
and the mean absolute error (MAE)

$$\text{MAE} = \sum_{i=1}^{M} |\hat{h}_{N+i} - h_{N+i}|,$$

where $h_{N+i}$ is the realised variance to compare the forecast $\hat{h}_{N+i}$ with. Since just the observation $r_{N+i}$ and not the realised variance is observable, proxies have to be used. A frequently utilised proxy is the squared observation $r_i^2$ (e.g. daily squared return), even though it is widely known that it inherits a lot of noise. Therefore, observations at a higher frequency can be combined to build a proxy for the wanted frequency (e.g. accumulated intra-day squared returns for daily variance) (Andersen and Bollerslev, 1998).

After calculating the loss function for several models, the model with the lowest loss function yields the best performance. Nonetheless, another problem arises. Using the same data for different models makes it more likely that the results are driven by chance rather than the superiority in forecast of one model (White, 2000). In order to identify the models with the best forecasting performance, multiple tests exist to circumvent the so-called data-snooping problem. Diebold and Mariano (1995) propose a test for equal predictive ability. The tests of White (2000) and Hansen (2005), however, test for superior predictive ability, i.e. the null hypothesis is that the model of interest is not inferior to its peers. The aforementioned tests are all constructed in a way that benchmark models are needed to compare the other models with. Hansen, Lunde, and Nason (2011) suggests the Model Confidence Set to extract models of equal superiority out of a choice of forecasting models.
3 Risk Measures with GARCH Models

This chapter reviews methodologies to estimate the shortfall risk measures VaR and ES. Special focus is set on possibilities to forecast the VaR and ES using GARCH models. Moreover, popular back test methodologies are presented.

3.1 Estimating Value-at-Risk & Expected Shortfall

VaR and ES are so-called shortfall risk measures, as they intend to describe risk as a negative deviation from a base scenario. In contrast, e.g. the standard deviation is a symmetric risk measure. Financial institutions and regulators use VaR and ES for various purposes. According to JORION (2007, p. 380), VaR has the following three main applications: to report risk, to control risk, and to allocate risk. Within the regulatory framework of the BASEL COMMITTEE ON BANKING SUPERVISION (BCBS, 2016), VaR and ES are utilised to set minimum capital requirements for financial institutions.

The VaR is the minimum loss that occurs at a given confidence level \((1 - a)\) over a given period of time. Formally, the VaR can be defined as:

\[
\text{VaR}_{1-a} = \inf \{ x \mid F(x) \geq 1 - a \},
\] (19)

where \(F(\cdot)\) is the cumulative distribution function of the returns. The right hand side of Eq. (19) can be expressed as the \((1 - a)\)-quantile \(F^{-1}\) of the distribution \(F\), i.e.

\[
\text{VaR}_{1-a} = F^{-1}(1 - a).
\]

For the Normal distribution with mean \(\mu\) and standard deviation \(\sigma\), the VaR is

\[
\text{VaR}_{1-a} = \mu + \sigma \Phi^{-1}(1 - a).
\]

Alternatively, for the Student-t distribution with \(\nu > 2\), the VaR is given as

\[
\text{VaR}_{1-a} = \mu + \sigma F_t^{-1}(1 - a, \nu),
\]

where \(F_t^{-1}\) is the quantile function of the Student-t distribution with \(\nu\) degrees of freedom.

In practice, 95\%, 97.5\%, or 99\% are used for \(1 - a\). In case of the Normal distribution, the 99\% quantile is approximately 2.3263. For the Student-t distribution with \(\nu = 3\) the 99\% quantile is 2.6065 and with \(\nu = 4\) it is 2.6495. Thus, the Student-t distribution provides

Note that most literature defines VaR based on a general loss variable. If the VaR is defined for the return of an asset \(x\) is either \(-r_t\) or \(r_t\), depending on the trader’s position (either long or short).
heavier tails. An overview for other important quantiles is provided in Tab. 2. To estimate the VaR by means of GARCH models, the unconditional mean $\mu$ and variance $\sigma^2$ are replaced by their conditional complements $\mu_t$ and $h_t$ (Tsay, 2013, pp. 329-334).

Figure 7 depicts a comparison of the 99% VaR with Normal and Student-t distribution with $\mu = 0$ and $\sigma = 1$. It can be seen that the Student-t distribution with $\nu = 4$ has a higher kurtosis and “fatter tails”, i.e. observations are more concentrated to the centre and more probability is shifted to the extremes.

Another important risk measure is the ES. Artzner et al. (1999, pp. 208-210) define four criteria for risk measures in order to be coherent, i.e. monotonicity, positive homogeneity, translation invariance, and sub-additivity. While VaR fulfils the first three axioms, it violates the sub-additivity in some cases. Furthermore, VaR only represents a certain threshold which is not exceeded at a given confidence level, while the ES provides a measure of the expected loss, once this threshold is violated. McNeil, Frey, and Embrechts (2015, pp. 69f.) define the ES for continuous distributions by

$$ES_{1-a} = \frac{1}{a} \int_{1-a}^{1} F^{-1}(u) \, du = \frac{1}{a} \int_{1-a}^{1} \text{VaR}_u \, du.$$
In Figure 7, the ES is the expected value of the filled areas for the corresponding distributions. Some literature refer to ES also as Conditional VaR (e.g., Rockafellar and Uryasev, 2002). In order to retrieve closed-form expressions for the ES, the distribution function of $x$ must be known. For the Normal distribution, the ES is

$$\text{ES}_{1-a} = \mu + \frac{\varphi(\Phi^{-1}(1-a))}{a} \sigma,$$

and for the Student-t distribution

$$\text{ES}_{1-a} = \mu + \frac{f_t \left( F_t^{-1} \left( 1-a, \nu \right), \nu \right)}{a} \left( \nu + \left( F_t^{-1} \left( 1-a, \nu \right) \right)^2 \right) \sigma,$$

where $f_t$ is the probability density function of the Student-t distribution (Tsay, 2013, pp. 334-336 and McNeil, Frey, and Embrechts, 2015, pp. 70f.).

The presented forms to estimate the VaR and ES are not limited to these cases. To get an estimate for both risk measures, the distribution of the loss variable has to be obtained by some means, to derive the quantile. A very popular way to do so is the historical simulation, where the quantile is taken from the empirical distribution of former realisations of the loss variable. However, the historical simulation has two main drawbacks: (1) the results are very sensitive to the chosen timespan of data; (2) the scenarios are limited to cases which happen in the past (Best, 1998, pp. 34-38). The Monte-Carlo simulation overcomes these shortcomings by drawing random scenarios from a pre-specified distribution. Obviously, choosing the “right” distribution is not an easy task, given the range of stylised facts (Jorion, 2007, pp. 265-268, 307-329).

Besides the aforementioned approaches, literature offers several other possibilities to estimate the VaR and ES: e.g. Mixture Densities using Neural Networks (Locarek-Junge and Prinzler, 1998), filtered historical simulation (Hull and White, 1998 and Barone-Adesi, Giannopoulos, and Vosper, 1999), extreme value theory (McNeil and Frey, 2000 and Herrera and Schipper, 2013), and conditional auto-regressive VaR (Engle and Manganelli, 2004). Recent literature proposes expectile regression to determine VaR (Kuan, Yeh, and Hsu, 2009) and ES (Taylor, 2007).

To illustrate the VaR and ES forecast, Figure 8 shows estimated values for the WTI between 2010 and 2015 for long and short trading positions. The data is taken from Klein and Walther (2016). The estimates are obtained from forecasting GARCH with Normal distribution one day ahead. A 99% VaR forecast for the given period of 1,261 days should have about 13 violations, i.e. returns that exceed the VaR. Here, the short trading position counts four hits and the long trading position 18 hits. Thus, the short trading position is 18 Additionally, ES is also called Average VaR, Tail VaR, and Conditional Tail Expectation. Confusingly, these names also refer to slightly different definitions, e.g. $E \left[ x | x \geq \text{VaR}_{1-a} \right]$ (Huschens, 2017, pp. 83-86).
modelled too conservatively and the long trading position could be improved. Moreover, many violations even exceed the estimated ES. Clearly, modelling the tails of the distribution must be improved, e.g. by using fat tailed distributions. The next section reviews methods to evaluate estimated VaR and ES.

![ WTIE returns 99% VaR VaR violation 99% ES ]

**Figure 8:** Daily Value-at-Risk and Expected Shortfall estimations for WTI in period 2010-2015 using GARCH with Normal distribution. Data is retrieved from [KLEIN and WALTHE](2016).

### 3.2 Back Testing

To measure the performance of the various means to estimate the VaR and the ES, *back tests* have to be conducted. Therefore, the same framework as for the evaluation of variance estimates (see Sec. 2.3) can be used, i.e. using the training data to forecast the risk measures for the out-of-sample period. The actual realisations in the out-of-sample period are used to obtain test statistics.

The [Basle Committee on Banking Supervision](1996) advocates a very simple approach based on the binomial probability of the 99% VaR. To distinguish between erroneously rejected and accepted models, the BCBS set three traffic light colour zones, i.e. green, yellow, and red. Banks have to back test their internal models on a daily basis for the last 250 trading days ($M = 250$). If the bank’s losses exceed the 99% VaR not more than four times during that period, the model is considered to be in the green zone and presumed accurate. For four to nine exceptions, a model is placed in the yellow zone. Depending on the number of exceptions the supervisor of the bank can increase the bank’s scaling factor for capital requirements. Lastly, the red zone indicates models that have at least ten exceptions in the out-of-sample period. Since the probability of erroneously rejected models (e.g. due to bad luck) is very low, the supervisor will increase the bank’s
scaling factor by one point and may forbid the usage of the model.

More sophisticated back testing approaches for VaR are reviewed by Piontek (2010, p. 482). The author classifies existing approaches into three groups of VaR back tests: (1) tests based on the frequency of failures, (2) tests based on the distribution, and (3) tests based on loss functions. Here, only examples for the first class of back tests are presented. See also Christoffersen (2010) for an overview.

One of the first tests based on the frequency of failure is proposed by Kupiec (1995). A series of VaR\(_1-a\) violations \(I_t(a)\) is defined by

\[
I_t(a) = \begin{cases} 
1 & \text{if } \text{VaR}_{1-a,t} \leq x_t \\
0 & \text{if } \text{VaR}_{1-a,t} > x_t.
\end{cases}
\]  

(20)

The unconditional coverage tests of Kupiec (1995, p. 79) is a Log-Likelihood ratio and compares the two binomial likelihoods of the level \(a\) with the actually level \(a^* = \frac{M^*}{M}\) with

\[
M^* = \sum_{i=1}^{M} I_{N+i}.
\]

The test statistic is

\[
\text{Kup}_a = 2 \log \left( \frac{(1 - a^*)^{M-M^*}}{(1-a)^{M-M^*} (a^*)^{M^*}} \right),
\]

and is asymptotically \(\chi^2\) distributed with one degree of freedom. Hence, critical values for the null hypothesis \(H_0: a = a^*\) are 2.7055, 3.8415, and 6.6349 for 10%, 5%, and 1% level of significance, respectively.

Kupiec tests whether a model to estimate the VaR has the wanted coverage over a specified time period (out-of-sample). The test suggested by Christoffersen (1998) is concerned with the fact that VaR violations might cluster as the volatility does. Thus, a good VaR model yields a wanted coverage ratio as well as independent violations. The independence part of the null hypothesis stands against a first order Markov chain as the alternative. The test statistic for the conditional coverage reads as follows

\[
\text{Chr}_a = 2 \log \left( \frac{\left( \frac{n_{00}}{n_{00}+n_{01}} \right)^{n_{00}} \left( \frac{n_{01}}{n_{00}+n_{01}} \right)^{n_{01}} \left( \frac{n_{10}}{n_{10}+n_{11}} \right)^{n_{10}} \left( \frac{n_{11}}{n_{10}+n_{11}} \right)^{n_{11}}} \left( 1 - a \right)^{M-M^*} a^{M^*} \right),
\]

where \(n_{ij}\) corresponds to the number of observations in \(I_t\) where the value \(i\) is followed by \(j\). In particular, \(M = n_{00} + n_{01} + n_{10} + n_{11}\) and \(M^* = n_{10} + n_{11}\). The null hypothesis is rejected if the test statistics is greater than the critical values from the \(\chi^2\) distribution.
with two degrees of freedom (Christoffersen, 1998, pp. 845-847).

Alternatives to these two VaR tests are manifold. Ziegel et al. (2014) suggest to compare the unconditional and the conditional coverage tests with distributions drawn from a Monte-Carlo simulation. López (1998) and Sarma, Thomas, and Shah (2003) propose loss function based tests, which also includes excess of the VaR violation. Crnkovic and Drachman (1996), Diebold, Gunther, and Tay (1998), and Berkowitz (2001) provide tests based on the whole density instead of certain quantiles. The duration based approaches are related to the time between VaR violations (Christoffersen and Pelli

Back testing frameworks for the ES are rather scarce compared to the variety of VaR tests. Gneiting (2011, p. 756) sees the explanation for that in the lack of the so-called elicitation. In brief, the property of elicitation states that a statistic minimises the expected value of a score function, e.g. the mean minimises the quadratic score (Bellini and Bignozzi, 2015). This seems necessary in order to compare the forecasts of different models. While VaR possesses this property, ES does not (Ziegel, 2014). However, Emmer, Kratz, and Tasche (2015) provide that ES is conditional elicitable and that it is back testable in a two-step procedure. Acerbi and Szekely (2014) point out that elicitation is only important to compare models, but not to back test. Thus, the authors present three non-parametric back tests for the ES. The “direct ES” test is based on the joint evaluation of VaR and ES by combining the number and the size of VaR violations. The test statistic reads as follows

$$AS_a = \sum_{t=1}^{M} \frac{x_t I_t(a)}{ES_{1-a,t}} + 1,$$

where \(I_t(a)\) refers to Eq. (20). The p-values can be drawn from a Monte-Carlo simulation (Acerbi and Szekely, 2014, pp. 3-6, 10). An appropriate model yields test statistics around 0. If \(AS_a < 0\) then the model has either to many or to high VaR violations. On the contrary, \(AS_a > 0\) indicates that the underlying model is too conservative. Other ES back tests are proposed by e.g. Wong (2008), McNeil, Frey, and Embrechts (2015, pp. 354f.), and Emmer, Kratz, and Tasche (2015).
4 Conclusion

The aim of the essays of this thesis is to give further insight to stylised facts of financial time series, especially in the commodity, foreign exchange, and equity markets. A variety of GARCH models is presented incorporating the empirically observed properties aiming for more precise risk measures. To this end, 15 GARCH specifications with three different distributions yielding a total of 27 model-distribution combinations are employed to account for heavy tails, volatility clustering, the leverage effect, long memory, and structural breaks.

In many cases, the most sophisticated model yields the best in-sample fit. However, in terms of goodness-of-fit, i.e. considering the trade-off between the number of parameters and fit, the most sophisticated model is not necessarily the best choice. Interestingly, most of the examined financial time series exhibit the stylised facts mentioned at the beginning, but to a different extent. In some cases these effects are even overlapping, e.g. the situation when structural breaks imitate the behaviour of long memory as shown for FX rates in Walther et al. (2017). These spurious effects need to be identified in order to avoid misspecification, which leads to biased forecasts.

In addition, forecasting risk measures for returns of financial assets must take into account the trading position. A trader, who is short (long) on an asset, suffers losses when the return is positive (negative). These positions refer to different tails of the distribution. It is often shown that using symmetrical distributions such as the Normal or the Student-t distribution does not account for the asymmetry of these positions. Thus, VaR and ES forecasts work really well for only one tail. On the opposite tail, the models fail to provide accurate measures (e.g. see Figure 8), however. Hence, using more flexible distributions, which allow for skewness, could help to overcome this shortcoming (Klein, Pham Thu, and Walther, 2016, pp. 136,138). Promising approaches are presented by Harvey and Siddique (1999) and Bali, Mo, and Tang (2008), who use time-varying conditional skewness in addition to GARCH models.

Moreover, GARCH models are not limited to the application of risk measurement. Other applications, especially in a multivariate context are asset pricing, portfolio selection & optimisation (Boubaker and Sghaier, 2013), option pricing (Duan, 1995), or hedging (Mansur, Cochran, and Shaffer, 2007). The most appealing property of multivariate GARCH models is that they allow to take correlations between time series in consideration. Time-varying modelling of correlations (Engle, 2002) or copula-based approaches (Lee and Long, 2009) allow to cover volatility spillover effects from one asset into another and take non-linearities of co-movements into account, e.g. that seemingly

See Appendix A for a complete list of models and distributions applied in each essay.
uncorrelated assets are highly correlated in stressed market situations.

An important question, which is not covered within this thesis, is: Why do financial returns fluctuate? The presented models can incorporate certain patterns to reflect empirical properties in the models, but it is only possible to answer the question whether or not a certain stylised fact is present. The causes for the stylised facts or the variance fluctuations cannot be observed. Schwert (1989) tries to answer this questions by using macroeconomic data to describe the variance of financial time series. However, due to the fact that macroeconomic measures are mostly published on a monthly or quarterly basis, it is difficult to explain daily volatility. Based on the above presented Spline($k$)-GARCH, Engle, Ghysels, and Sohn (2013) provide a model that allows to combine observations of different frequencies to describe a daily GARCH process. This mixed data sampling model class has the potential to offer more inside into causes of market fluctuations and should be set into focus of further research.
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