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\textbf{ABSTRACT}

Despite the fact that semi-autonomous vehicles will become more and more prevalent in the coming decades, recent studies have highlighted that traffic accidents will persist as a core issue for road users, insurers, and policy makers alike. Researchers and industry players see potential in the technology embedded in semi-autonomous vehicles to combat this challenge by reliably predicting locations with a high likelihood of traffic accidents. This technology can be leveraged to detect accidents and 'near miss incidents', such as heavy braking and evasive manoeuvres, otherwise known as Critical Driving Events (CDEs). The locations of CDEs could identify areas of high accident exposure, offering automotive insurers a unique opportunity to reduce traffic accidents through the adoption of active loss prevention business models, such as providing safe-routing services and in-vehicle warnings. To date, there is limited empirical evidence on whether the Crash Frequency and Crash Rate of locations can be accurately identified through CDEs. To address this research gap, an 18-week naturalistic driving field study of 72 vehicles was conducted in Switzerland, covering over 690,000 km. Data collected from the CAN Bus of these vehicles indicate that there is a proportional relationship between the CDEs of the fleet, and the Crash Frequency and Crash Rate of a location. Furthermore, a nationwide spatial regression analysis was applied to determine Crash Frequency across the majority of the Swiss road network. We identify the relationship between Crash Frequency, and the CDEs and Trip Frequency of the fleet, along with additional explanatory variables for urban and highway locations. These insights provide first evidence that insurance companies and other industry players with access to a nationwide semi-autonomous fleet can determine existing and emerging locations of high accident probability, enabling more proactive business models and safety focused services.

1. Introduction

Within the insurance industry, the ever-increasing digitisation of the physical world has, until recently, primarily been viewed as an advanced concept with limited short- and mid-term impact (Berger, 2015). Hence, many insurers adopted a cautious attitude to this new technology paradigm. Meanwhile, early-adopters have been disrupting the way insurers traditionally conduct business by demonstrating how vehicle sensors, along with wearable technology, Global Position System (GPS), mobile and modern telematics can proactively engage policyholders and help improve risk assessment in loss prevention (Koenig et al., 2016). This trend is likely to
continue, with the rise of fully- and semi-autonomous vehicles triggering fundamental change and the adoption of inexpensive mobility on-demand services (Krueger et al., 2016). In the insurance industry, as advice-led customer interactions become both more frequent and in real-time, a shift is starting as companies pivot more toward active loss prevention (Reifel et al., 2014). As such, many insurers are moving away from purely ‘reactive’ business models and incorporating ‘preventative’ measures into their products in order to help their customers and cut long-term costs. Some of the first companies to adopt this approach were insurers in the health domain, which have introduced preventative actions into their portfolios, such as offering customers incentives to engage in healthy behaviour (CSS Insurance, 2017; Sanitas, 2017). Likewise, in the automotive insurance market, safer driving can be rewarded, and detected through in-vehicle sensors, retrofit dongles and smartphone applications that measure dangerous driving patterns, such as speeding and swerving (AXA, 2017).

The advent of fully-autonomous vehicles brings the promise of a new era of traffic safety, where the frequency of road accidents can be drastically reduced, and potentially eliminated entirely (Fagnant and Kockelman, 2015). However, even in the most advanced markets, it will take decades to make this vision a reality. More specifically, recent predictions indicate that it is unlikely that the majority of the light-duty vehicle fleet in the U.S. will be capable of full self-driving automation by the year 2045 ( Bansal and Kockelman, 2017). As such, semi-autonomous vehicles will become the dominating paradigm in the coming years, and traffic accidents from the manual driving of these vehicles will persist as a key insurance issue (Albright et al., 2016). As semi-autonomous vehicles becoming increasingly common, customers will expect a shift from the traditional model-based approaches of accident prediction and ‘rough proxies’ of exposure (Sheehan et al., 2017), to a crowd-sourcing approach using the real-time collection and analysis of data from these vehicles. Semi-autonomous vehicles are enabled by a wealth of technology capabilities, including network connectivity, high precision sensor data from the vehicle’s Controller Area Network (CAN) Bus, GPS, high definition cameras, and LIDAR systems (Manning and Washburn, 2012). These technologies can be leveraged to detect accidents and ‘near miss incidents’, such as heavy braking and evasive manoeuvres, otherwise known as Critical Driving Events (CDEs). The data from these incidents could be employed by insurers to determine existing and emerging locations of high accident probability and enable more proactive business models. For example, usage-based incentives for taking ‘safe routes’ could be provided and pay-how-you-drive insurance plans could be optimised (Sheehan et al., 2017). Furthermore, with the knowledge that a potentially dangerous location is ahead, a semi-autonomous vehicle might drive in a more cautious mode to reduce risk or hand over control to the driver to transfer insurance liability. In addition, recent research studies of in-vehicle warning systems have shown that drivers themselves can be encouraged to adapt their driving behaviour at potentially dangerous locations ( Kazazi et al., 2015; Ryder et al., 2017; Tey et al., 2011; Werneke and Vollrath, 2013). Ultimately, insurance companies can collaborate with road authorities to improve the road infrastructure that contribute to dangerous locations, and manufactures to better understand vehicle capabilities and advance safety focused offerings (Sheehan et al., 2017).

As such, if insurers wish to accurately measure and encourage safer driving and progress further toward more preventative business models, then the ability to identify locations on the road network that carry a high risk of accident occurrence, so called ‘blackspots’, ‘sites with promise’, or ‘hotspots’ (Cheng and Washington, 2005), is of utmost value. In this regard, there are two common measures of a roads perilousness that have been extensively researched. The first is Crash Frequency, the actual number of accidents that have occurred on a road section during a specified period of time (Deacon et al., 1974). The second is Crash Rate, a measure of accident exposure risk of vehicles on a road segment, which is typically estimated by normalising the Crash Frequency by the traffic volume, e.g. Average Daily Traffic (ADT) ( Hauer and Persaud, 1984). While there is research showing that the situational factors of crashes and near-misses are strongly related, there is limited empirical data on whether the Crash Frequency and Crash Rate of potentially dangerous locations can be reliably identified through analysis of CDEs (Pande et al., 2017).

1.1. Research objectives

Whereas low levels of semi-autonomous vehicle adoption currently make the large-scale collection of CDE data a challenge, we have made preliminary analysis possible through the installation of a retrofit system analogous to such advanced vehicles. As a result, the research at hand provides early results from a nationwide field study of 72 cars covering over 690,000 km in Switzerland. These vehicles were equipped with a system that collected sensor information from each car’s CAN Bus in order to gather data synonymous with that available in semi-autonomous vehicles. The study presented can be split into two parts. In a first step, we analyse an ideal setting for a sub-region of Switzerland, where data for both Crash Frequency and the volume of vehicle traffic, i.e. ADT, were available. This enabled us to determine the Crash Rate of these locations. In this setup, we investigate our first research question:

RQ1: To what extent can the Crash Rate of a location be predicted by CDE information from that location, assuming that Crash Frequency and ADT data are available?

In practice, however, regions where both Crash Frequency and ADT are available are exceedingly rare. While government bodies are now regularly collecting police-recorded Crash Frequency data across whole road networks, accurate measures for traffic frequency remain only partially available and come most often from counting stations. Since traffic frequency is necessary to calculate exposure measures such as Crash Rate, we are commonly limited in traffic safety analysis to utilising Crash Frequency as a dependent variable for all road segments in this sparse setting. However, to reliably estimate the Crash Frequency of a location on the basis of CDEs, the relationship between traffic frequency of the utilised vehicle fleet and total traffic frequency (of the overall vehicle population) must be known for each location. This dilemma can be addressed by fulfilling a key assumption: The fleet should be ‘representative’ of the overall population of vehicles. Therefore, in the second stage of our analysis we build upon the assumption that a ‘representative’ fleet of vehicles is available for data capture. More specifically, we assume that there is a well-defined relationship between traffic frequency of the overall population (TFpu) and traffic frequency of the sample, i.e. field study fleet (TFfd), which is
independent of location \( i \) for a given timeframe \( t \) of the analysis. From this we can test the relationship between fleet-generated CDEs and the Crash Frequency variable, tackling our second research question:

**RQ2:** To what extent can the Crash Frequency of a location be predicted by CDE information from that location, assuming we have sparse data coverage (only Crash Frequency information is available) and a well-defined relationship between \( \text{TF}_{\text{Sit}} \) and \( \text{TF}_{\text{Pit}} \), i.e. a ‘representative’ fleet?

To address this question, we first leverage the partially available \( \text{TF}_{\text{pit}} \) data to test to what extent the field study fleet utilised for our analysis fulfills the ‘representative fleet’ assumption. We then conclude our analysis by estimating Crash Frequency on the basis of CDEs for the majority of Switzerland, where \( \text{TF}_{\text{pit}} \) was unavailable, utilising spatial regression.

1.2. Research implications and paper structure

This research has implications for automotive insurance companies and other industry players both today and in the near future. The presented approach empowers insurers with access to data from semi-autonomous vehicles to rapidly identify areas of high accident exposure and to improve their management of customer risk. Furthermore, we demonstrate the importance of such a fleet satisfying the ‘representative fleet’ assumption, and how this enables analysis where traffic frequency measurements are unavailable. Moreover, this information may have potential not only for insurers, but also for policy makers in this long-standing field, where understanding the new capabilities and the reliance of findings from recent automotive technology advances will be vital for determining suitable traffic safety approaches and strategies.

The remainder of this paper is structured as follows. In the next section, we outline the background research and proceed with an explanation of the data collection process and the field study setting. Next, we present the results of our study with regard to the relationship between Crash Rate and CDEs. We follow this with an exploration of fleet data from the field study to explain Crash Frequency, and finally demonstrate the relationship between Crash Frequency and CDEs through nationwide spatial regression, for situations in practise where traffic frequency data is unavailable. The final sections discuss the limitations of our research and how they could be addressed in future work, and the paper closes with our general conclusions.

2. Background

2.1. Accident analysis

The topic of road traffic accident analysis has been extensively researched over the past sixty years, with various methods developed to assess the need for, and impact of, road improvements (Hauer, 1996). The most common approaches have historically been non-spatial techniques, considering traffic accidents which occurred on locations defined by the underlying road structure. The so-called Crash Frequency method (Deacon et al., 1974) is probably the most fundamental identification technique of this type. In this approach, the number of accidents which occurred during a specified period determines a road segment’s perilousness. Estimations for Crash Frequency typically utilise count data models at selected locations (Anastasopoulos and Mannering, 2009; Bhat et al., 2014). Moreover, other examples of this approach have examined how the frequency of highway accidents is impacted by roadway geometries (e.g. horizontal and vertical alignments), weather, and seasonal effects on the basis of a multivariate analysis (Shankar et al., 1995). Additionally, the impact of horizontal curvature and an auxiliary lane has recently been investigated (Pande et al., 2017). The Crash Rate method is similar to the concept of Crash Frequency, but provides a measure of accident exposure of vehicles as it takes traffic volume into account (Hauer and Persaud, 1984). However, there are some evident drawbacks of both the Crash Frequency and Crash Rate methods, such as not considering random fluctuations of the number of accidents and the general lack of traffic volume data for generating the Crash Rate (Yu et al., 2014). The most common models for predicting accident data, that is count data, are negative binomial and Poisson regression models and their variants (Gianfranco et al., 2017; Greibe, 2003; Lord and Mannering, 2010; Miaou, 1994; Qudus, 2008). Following this, negative binomial and hierarchical Bayesian models have been utilised to investigate the prominently discussed topic of the relationship between speed and accidents, where it was found that average speed is not associated with accident rates, when controlling for traffic volume and road geometry, however, speed variations are positively associated with accident rates (Qudus, 2013). The effects of land use on accident rates has also been modelled, with a uniform grid with 0.259 km² cells, resulting in statistically significant results using negative binomial models to predict the number of accidents (Kim et al., 2006). Finally, classification analysis has been applied to create a learning model based on attributes such as road, weather and traffic conditions and social factors (Park et al., 2016). These models fit count data well, however they do not consider spatial or temporal effects.

Spatial autocorrelation is a property found across geographic space, according to which random variables at certain distances from each other are either “more similar” (positive autocorrelation) or less similar (negative autocorrelation) than expected for randomly associated pairs of observations (Legendre, 1993). Thus, observations are dependent on their spatial location, and data points can be aggregated to areas such as those used in census tracts or other zoning schemes (Qudus, 2008), grid based representations, or divided into regular or irregular polygons (Wang and Kockelman, 2013). As such, models for accident analysis have been proposed to account for this spatial relationship. For example, traditional count data models have been compared to spatial lag and error models, as well as spatial Bayesian hierarchical models (Qudus, 2008). These new models address spatial heterogeneity in geographical data and have been determined to perform well across the different model types.

Alternative approaches for identifying hazardous locations include measuring injury severity and cost estimates for crashes, where various statistical methods have been investigated, such as the ordered logit and the ordered probit models (Kockelman and
Kweon, 2002; O’Donnell and Connor, 1996). These models are suitable when the dependent variable has multiple possible outcomes and a natural ordering, for example, injury severity can be encoded by “no injury (0), minor injury (1), severe injury (2), and fatal injury sustained by driver (3)” (Kockelman and Kweon, 2002). Throughout the literature, locations identified with higher values for risk measures, e.g. Crash Frequency, Crash Rate and Crash Severity, are regarded to be more hazardous than locations with lower values. There are, however, common issues in many of these studies, which are associated with the difficulties in using crash data for the analysis of traffic safety (Lord and Mannering, 2010).

Traditionally, traffic accident analysis is based on historic crash data and is restrictive in many ways, typically suffering from issues including under and over-dispersion, small sample size and underreporting of traffic accidents (Manning and Washburn, 2012). Additionally, where it is provided, historical accident data is often only available on a deferred basis. In Switzerland, for example, such data is only made available once per year. Therefore, and related to the aforementioned problem of data scarcity, accident analyses based on such data can be severely out-of-date. Finally, traffic frequency measurements, e.g. ADT, are vital to accurately calculate exposure measures, such as Crash Rate. However, such traffic frequency measurements are expensive to generate and hence, to the best of our knowledge, mostly suffer under a very low spatial resolution or cover only small fractions of a road network.

A promising solution to the described drawbacks lies in the post-processing and aggregation of data available from the advanced sensors of semi-autonomous and other highly connected vehicles. Naturalistic driving data offers both researchers and practitioners “the potential [to] greatly expand the scope of statistical modelling and the inferences that can be drawn” when compared to the restrictive analysis possible with sparse data collected after an accident has occurred (Manning and Bhat, 2014). As such, the modern advancements in data quantity and quality from these vehicles has focused many research endeavours toward analysing critical driving situations and near-accidents. Many problems associated with crash data can be overcome by identifying ‘crash potential’ of road sections, and conventional methods can be augmented by insights provided from vehicle data (Guo, Klauer, McGill, et al., 2010; Klauer et al., 2006). Moreover, estimations of traffic frequency measurements, such as ADT, can be generated from the frequency and trip details of vehicles travelling through these locations, transmitted via modern telematics, and used to estimate accident exposure measures.

2.2. Insights from vehicle data

Data which can be extracted from the vehicle itself to measure driving activities have been considered for various purposes by researchers over the years. Since access to standardised On-Board Diagnostics (OBD-II) data is mandatory for all vehicles manufactured or sold in the USA from 1996, many of these parameters have been widely used in research. This data gives insights into features such as vehicle speed, and has been used to detect hazardous driving behaviour (Imkamon et al., 2008). For example, one study predicted passenger ratings of driving behaviour by assigning current hazardousness to a range of values between driving safely and driving dangerously (Castignani et al., 2015). The authors developed classification models of these levels by combining OBD-II sensor data, 3-axis accelerometer data and Fuzzy Logic, a technique suitable when a binary distinction is not appropriate. In other work, the behaviour of different driver groups in the US State of Georgia was studied by collecting data from vehicle OBD-II systems as well as GPS location data (Jun et al., 2007). It was noted that clusters of hard deceleration events were co-located with clusters of historical accident data. Moreover, deeper insights into a vehicle’s operation is available on the CAN Bus of a variety of vehicles. The CAN Bus provides access to specific unstandardized data from sensors in the vehicle, and as such has been used in recent research studies of driver behaviour. For example, characteristics of aggressive and calm driving have been identified with access to CAN Bus data (Karaduman et al., 2013).

In the last years, several researchers have built upon the idea that driving behaviour displayed in avoiding a crash is similar to that of a crash event itself, and hence, if detected, can be considered in the identification of crash potential. A naturalistic driving study of 100 cars equipped with camera, radar and OBD-II sensors was conducted in order to establish a surrogate safety metric for crashes and evaluated accident ‘near-misses’ (Dingus et al., 2006). In addition, a ‘near-miss’ has been defined operationally as “any circumstance that requires a rapid, evasive manoeuvre by the participant vehicle, or any other vehicle, pedestrian, cyclist, or animal, to avoid a crash. A rapid, evasive manoeuvre is defined as steering, braking, accelerating, or any combination of control inputs that approaches the limits of the vehicle capabilities” (Guo, Klauer, McGill, et al., 2010). Near-misses that occurred in the study were determined to have a very strong correlation with actual crash events. It was found that the percentage of driver reaction is much lower for crashes than for near-crashes, suggesting that often the reaction of the driver is the deciding factor between a crash and a near-miss.

While the study by Guo and colleagues was specific with respect to defining a near-miss, in general, multiple factors have been identified as a ‘near-miss’ and critical driving event. As such, there are several methods of detecting CDEs that have been considered in recent literature. For example, various studies have explored the insights that can be gained through smartphone accelerometer data (Johnson and Trivedi, 2011). Unfortunately, this option comes with difficulties, such as drivers interacting with the phone during the journey, triggering high acceleration values and thus leading to false positive events. In very recent work, a small naturalistic driving study of university staff members, using only data gathered from a GPS logger, went beyond smartphone data and modelled accident data on US Highway 101 (Pande et al., 2017). In the study, a total of 39 segments were analysed using percentage of high jerk (rate of change of acceleration) events, slope, average daily traffic, and other explanatory variables in a negative binomial model. As a result, they found a promising relationship between jerk events and accidents which strongly motivates further research.

In summary, by extending existing work to detect high jerk events with a large enough fleet of vehicles and validating this approach with existing traffic accident analysis techniques, it becomes theoretically possible to identify crash potential and
dangerous locations before an accident occurs. While traditional vehicles require retrofitting to deliver such insights, the growing number and popularity of semi-autonomous vehicles offer a unique opportunity to detect the locations of real-time CDEs. These events can act as a predictor for rarely occurring traffic accidents, and hence address issues of data scarcity and time delay (Guo, Klauer, Hankey, et al., 2010; Klauer et al., 2006). A prominent example of how this could be applied in practice addresses traffic queues forming on highways, where many lives are lost each year from drivers approaching these unforeseen queues too quickly (Li et al., 2013). By detecting such hazardous situations early enough, insurers can provide loss prevention services, such as triggering in-vehicle warnings to encourage drivers to approach with caution, and fully- or semi-autonomous vehicles can take risk reducing measures, such as adapting their speed gradually rather than abruptly.

3. Material and methods

3.1. Average daily traffic dataset

The amount of traffic flow, i.e. the number of cars travelling on a particular stretch of road, has long been associated with traffic accidents (Hauer and Persaud, 1984). The argument for this is that with a fixed probability of a traffic accident occurring, sections of road with higher traffic flow will see a higher number of traffic accidents per year. Therefore, in order to assess a specific location’s Crash Rate or risk exposure based on the number of traffic accidents, it is important to account for traffic frequency. In order to incorporate this into the analysis, traffic data was obtained from the Swiss Road Authority (FEDRO). This dataset is comprised of the average number of vehicles per day passing a variety of counting stations across the Swiss road network. However, as is the case in many countries, in Switzerland there is only partial location coverage of ADT counting stations. This data was filtered to cover the same 18-week time period as the field study data. As such, the final set of observations were constructed from locations where measurements were available for this period, resulting in 194 counting stations and ADT measurements. The distribution of the ADT counts at these locations is shown in Fig. 1.

3.2. Traffic accident dataset

Traffic accident data for six years was additionally obtained from FEDRO in order to generate the dependent variables for our analysis. This dataset contained GPS locations, as well as contextual information on the causes, on over 268,000 traffic accidents which occurred in Switzerland between 2011 and 2016. Since accident locations can change over time due to improved road infrastructure, time-relevant Crash Rate and Crash Frequency dependent variables were generated by first sampling only the traffic accidents which occurred during the 18-week field study from the overall dataset, a total of 25,493 accidents across the country. Secondly, a naive grid-count approach was applied to count the traffic accidents which occurred within a 1 km² grid of each of the 194 traffic counting stations from Section 3.1, where the centre of the grid was each traffic frequency counting station, similar to a previous traffic accident study (Yang and Kim, 2003). Over the 18-week period, this came to a total of 972 traffic accidents, with an arithmetic mean of 5.01 and a geometric mean of 3.29 accidents per counting station location. Fig. 2 shows the distribution of traffic accidents within the bounding grid of the counting stations.

3.3. Field study dataset

72 professional drivers were recruited for an 18-week field study. Each of the drivers worked for the same roadside assistance company across a variety of locations, and all drove Chevrolet Captiva’s of similar make and model. During the 18-week period drivers drove for approximately four hours, with an average of 144 km travelled per driver per day, resulting in over 690,000 km driven using the system in total. All drivers were male, with the exception of one participant, with a mean of 40.3 and a median of
39 years of age. Vehicle data, representative of that available in semi-autonomous vehicles, was collected by accessing the CAN Bus of the Chevrolet Captiva's involved in the study via an OBD-II dongle. This dongle was paired via Bluetooth with a smartphone in the vehicle. The smartphone then transmitted various CAN Bus signals in real-time to a server, augmented with the GPS location and timestamp from the phone itself. Fig. 3 shows the routes in Switzerland which were travelled by the participants during the study. Since the location data acquisition relies on the GPS position of the smartphone, in areas where there was no GPS signal, such as in tunnels, no location data was captured. Therefore, these locations are not included in this analysis.

Following a recent study, high-jerk events were considered for classifying near-miss and CDEs (Pande et al., 2017). For the purpose of this analysis the jerk event behaviour was calculated from the vehicle's longitudinal acceleration sensor, which was sampled at 10 Hz. Post-processing of the acceleration values enabled the generation of jerk events for each participant of the field study. These values were calculated for each measurement time step based on the formula in Eq. (1), where \( \Delta a \) is the change acceleration (m/s²), and \( \Delta t \) is the change in time (s).

\[
j = \frac{\Delta a}{\Delta t}
\]

(1)

The thresholds suggested for identifying near-miss jerk events significantly vary between research projects (Aichinger et al., 2016). These thresholds range from very strong events between \(-9.9 \text{ m/s}^3\) and \(-12.6 \text{ m/s}^3\) (Bagdadi and Várhelyi, 2011), which occur very infrequently in our fleet of professional drivers, with less than 600 events in the 18-week period, to very low events between \(-0.15 \text{ m/s}^3\) and \(-0.61 \text{ m/s}^3\) (Pande et al., 2017), which were triggered for almost every braking event that occurred in our study. As such, a threshold value of \(-2 \text{ m/s}^3\) was chosen to classify an event as high jerk. These jerk events were then limited to situations where the vehicles were decelerating, resulting in a dataset of roughly 912,000 geo-located jerk events over the course of

---

**Fig. 2.** Histogram showing the distribution of traffic accidents within counting station bounding grids during the 18-week field study, with a bin size of 2.

**Fig. 3.** Locations in Switzerland where naturalistic field study driving data was collected over the 18-week period.
the field study. Therefore, deceleration jerk events were calculated using the pseudocode shown in Algorithm 1, where successive jerk events were counted as one single event.

Algorithm 1. Pseudocode for deceleration jerk event generation.

\begin{verbatim}
def DecelerationJerkEventGeneration(A, J):
    set successive_jerk_event = false
    set jerk_event_list = []
    for each value A' in acceleration values list A:
        if (A' < 0 m/s²):
            // vehicle is decelerating
            J' = jerk values list J[position of A' in A]
            if (J' < -2 m/s³):
                // vehicle jerk rate is under threshold
                if (successive_jerk_event == false):
                    add to jerk_event_list
                    set successive_jerk_event = true
                else if (J' > 0 m/s³):
                    set successive_jerk_event = false
            else:
                // vehicle is accelerating
                set successive_jerk_event = false
    return jerk_event_list
\end{verbatim}

3.4. Crash frequency, crash rate and traffic frequency

The first two datasets, the daily traffic dataset and the traffic accident dataset outlined in Sections 3.1 and 3.2 respectively, are provided by the Swiss Road Authority FEDRO. On the basis of these datasets, the following definitions are put forward:

- Let CF<sub>Pti</sub> (Crash Frequency) be the number of accidents within location i from population P in timeframe t
- Let TF<sub>Pti</sub> (Traffic Frequency) be the number of transits of location i of population P in timeframe t – in our case the average ADT over the period of the field study multiplied by the length of the study

A standardized measure of roadway safety and long-standing alternative to analysing Crash Frequency is to consider the exposure risk of locations, such as Crash Rate. In research and practise, Crash Rate is often reported and analysed in number of accidents per 1-million or even 100-million vehicle miles travelled. There are two fundamental reasons for the context-specific scaling of Crash Rates. Firstly, very small decimal numbers, as well as very high numbers, are hard to communicate. Secondly, the scaling of Crash Rate enables the application of well-proven techniques, such as established count regressions. Based on the scaling of a previous study (Anastasopoulos et al., 2012) we define Crash Rate in Eq. (2), where CR<sub>Pti</sub> is the number of accidents per 100-million vehicle transits of population P in timeframe t for location i.

\[
CR_{Pti} = \frac{CF_{Pti}}{TF_{Pti}} \times 10^8
\]  

(2)

The third dataset is the connected vehicle fleet dataset from the field study. In accordance to the definitions above we put forward the following definitions on the basis of fleet data:

- Let JF<sub>Sri</sub> (Jerk Frequency) be the number of high jerk events within location i from sample (fleet) S in timeframe t
- Let TF<sub>Sri</sub> (Trip Frequency) be the number of transits of location i from sample (fleet) S in timeframe t – in our case the number of trips through that location during the period of the field study

Finally, in Eq. (3) we define Jerk Rate (JR<sub>Sri</sub>) as the number of high jerk events per vehicle transit of sample (fleet) S in timeframe t for location i.

\[
JR_{Sri} = \frac{JF_{Sri}}{TF_{Sri}}
\]  

(3)

4. Results

In the following section we present the results of four sequential sets of analysis, with the underlying theme of investigating the link between CDEs and traffic accidents. In the analyses of Sections 4.1–4.3 we primarily consider locations where ADT measurements from FEDRO are available. In Section 4.4 we extend our approach to the majority of the Swiss road network, where the population traffic frequency measurements are unavailable. As such, we proceed by addressing the following problems:
– Section 4.1 examines an optimal scenario for determining accident exposure on the basis of driving data, in that we consider the subset of locations with available ADT measurements. This enables an investigation into the relationship between the Crash Rate of the population and the Jerk Rate of vehicles at these sites, and further motivates the subsequent sections.
– Section 4.2 follows by investigating the assumption that the Trip Frequency of the field study fleet is representative of the overall population traffic frequency, i.e. ADT, through these locations. By satisfying this, we can start to model the more practical situation where traffic frequency data is unavailable.
– Section 4.3 then continues by utilising the assumption from Section 4.2 and testing of the relationship between the Crash Frequency of the population, and the Jerk Rate and Trip Frequency of the field study fleet at these locations.
– Section 4.4 concludes our analyses by demonstrating the same relationship from Section 4.3 through nationwide spatial regressions covering the majority of the Swiss road network. We additionally explore the robustness of this model by iteratively including explanatory variables well-known to be associated with impacting the likelihood of traffic accidents occurring.

4.1. Crash rate and jerk rate

In a first step, we focus our analysis on an ideal setting, where Crash Frequency as well as traffic frequency are available for all locations. More specifically, locations were defined following a naive grid-count approach, i.e. traffic accidents and traffic volumes were determined within a 1 km² grid of each of the 194 traffic counting stations. Since our dependent variable in the initial analysis is CR Pit, i.e. the expected number of traffic accidents of the grid per 100-million transits, we are effectively analysing a count variable as a measure of exposure. We see large differences between the mean (183.3) and the variance (123,340.2) of the variable, indicating over-dispersion. In addition, when considering the JR Sit independent variable, we see that it also follows a Poisson distribution. As such, we transform this via the commonly used natural log function to normalise the variable (Quddus 2008), and utilise negative binomial regression, thus assuming the relationship defined in Eq. (4) between CR Pit and JR Sit.

\[ CR_{pit} = e^{\alpha + (\ln(JR_{sit}))} \]  

(4)

Regressions were run for the whole set of counting stations (Model 1.1), and additional models generated where counting stations were excluded based on a minimum value of TFSit. As shown in Table 1, we see that the correlation between Crash Rate and Jerk Rate is highly significant in all models and has a similar coefficient, ranging between 0.293 and 0.383. In addition, the over-dispersion constant, i.e. in alpha, is significant for all models, confirming the suitability of negative binomial regression. The best fitting model is where counting stations were excluded with 20 or less trips (TFSit) through the surrounding bounding grid, with a pseudo R² of 0.137. As one might expect, this indicates that there is a minimum number of times an area should be driven through before an assessment should be conducted on the likelihood of traffic accidents occurring based on driving data. However, the model fit drops when limiting with higher number of trips, most likely due to decreased observations in the model.

In order to answer our initial research question: To what extent can the Crash Rate of a location be predicted by CDE information from that location, assuming that Crash Frequency and ADT data are available, we test the null hypothesis that CR Pit of a location is not explained by ln(JR Sit). Through testing the \( \chi^2 \) values for each of the generated models, we are led to reject this null hypothesis, with \( p < 0.001 \) for all models. Since negative binomial regression utilises the log-link, and JR Sit is natural log transformed, the interpretation of the best-fitting model allows us to conclude that with a 10% increase in the Jerk Rate we would expect a 3.7%
(1.10^{0.385} = 1.037) increase in the Crash Rate within the surrounding area.

However, for practitioners and researchers alike, while CFPit can often be obtained, such ideal data coverage for TFPit, e.g. ADT, is rarely available to generate CRpit. It is therefore important to consider more common situations in traffic analysis where we can only leverage Crash Frequency as a dependent variable for the whole road network. Therefore, while Crash Rates have been used in the first part of this analysis, the remainder of the paper focuses on Crash Frequency, additionally motivated by previous work investigating traffic accident exposure (Hauer, 1995).

4.2. Representative fleet assumption

In the second stage of our analysis we build upon the following assumption to determine Crash Frequency: That there has to be a well-defined relationship between traffic frequency of the population (TFpit) and traffic frequency of the fleet sample (TFSit), which is independent of location i for a specific timeframe t, i.e. a ‘representative fleet’. A roadside assistance fleet, as employed in our study, could be considered representative, since they are called to locations where typical drivers have broken down or require assistance. Thus, in order to test our second research question regarding the relationship between TFPit and TFSit. Since TFPit for the set of stations is generated by multiplying the ADT of the location by the length of the field study, we can test this assumption by considering the relationship between TFSit and TFSit. Since TFPit for the set of stations is generated by multiplying the ADT of the location by the length of the field study, we are estimating a count variable which follows a Poisson distribution. Additionally, by considering the mean (41,964) and variance (1.10e + 09) of TFPit, we see that the variance is much larger, indicating that the variable is over-dispersed and that negative binomial regression is a suitable technique for analysis.

When considering TFSit, the traffic frequency of our sample of fleet drivers, we also observe a Poisson distribution of the data, and thus apply the commonly used normalisation technique of natural logarithm transformation to the variable (Quddus, 2008). As in the previous section, we additionally assume that there is a trade-off with our sample, where there is a minimum number of times an area should be driven through for a reliable assessment on the basis of driving data. As such, we expect that removing grids with less trips from the fleet of drivers (TFSit) will increase the model fit, until a certain point where too many data points have been removed. The results of these regressions are shown in Table 2.

We see that the natural logarithm of TFSit has a highly significant coefficient with TFPit. Through testing the null hypothesis that TFPit of a location is not explained by ln(TFSit) of our field study fleet, we are able to determine whether overall population traffic volume can be explained by fleet traffic volume on the basis of the assumed negative binomial relationship between TFPit and TFSit as shown in Eq. (5).

$$\text{TFpit} = e^{0.204 \times (\text{TFSit})^{0.22}}$$

(5)

Through testing the $\chi^2$ values for each of the generated models, we are led to reject this null hypothesis, with $p < 0.001$ for all models. The best fitting model was where counting stations were excluded with 15 or less trips through the surrounding bounding grid and with a pseudo $R^2$ of 0.327. Finally, Fig. 4 shows the distribution of the natural logarithm transformed TFSit independent variable, and Fig. 5 the relationship between TFPit and TFSit. Both figures feature the full dataset, and a cut-off demonstrating the data used in the negative binomial regression model with the best fit, i.e. only including grids with greater than 15 trips.

Table 2

Negative binomial regression results for the Population Traffic Frequency (TFpit) dependent variable and the independent variable Fleet Traffic Frequency (TFSit) sampled by number of trips through counting station bounding grid (TFSit).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Negative binomial regression models, sampled by minimum TFSit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dependent Variable: TFPit</td>
</tr>
<tr>
<td></td>
<td>Model (2.1) provision &gt; 0</td>
</tr>
<tr>
<td></td>
<td>Model (2.2) provision &gt; 5</td>
</tr>
<tr>
<td></td>
<td>Model (2.3) provision &gt; 10</td>
</tr>
<tr>
<td></td>
<td>Model (2.4) provision &gt; 15</td>
</tr>
<tr>
<td></td>
<td>Model (2.5) provision &gt; 20</td>
</tr>
<tr>
<td></td>
<td>Model (2.6) provision &gt; 25</td>
</tr>
<tr>
<td>ln (TFSit)</td>
<td>0.203*** (5.78)</td>
</tr>
<tr>
<td>Constant</td>
<td>14.49*** (74.18)</td>
</tr>
<tr>
<td>ln alpha</td>
<td>−0.482*** (−4.97)</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.642*** (−5.30)</td>
</tr>
<tr>
<td>ln alpha</td>
<td>−0.740*** (−6.46)</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.808*** (−6.33)</td>
</tr>
<tr>
<td>ln alpha</td>
<td>−0.792*** (−6.25)</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.792*** (−6.25)</td>
</tr>
<tr>
<td>Observations</td>
<td>194</td>
</tr>
<tr>
<td>Pseudo $R^2$</td>
<td>0.204</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>33.43</td>
</tr>
<tr>
<td>t statistics in parentheses.</td>
<td></td>
</tr>
<tr>
<td>$p &lt; 0.05$.</td>
<td></td>
</tr>
<tr>
<td>$p &lt; 0.01$.</td>
<td></td>
</tr>
<tr>
<td>$p &lt; 0.001$.</td>
<td></td>
</tr>
</tbody>
</table>
Building upon the evidence that we have a well-defined relationship between \( TFS_{\text{sit}} \) and \( TFP_{\text{pit}} \), we can estimate the Crash Frequency of the locations based on the Jerk Rate and Trip Frequency of our sample, substituting \( TFP_{\text{pit}} \) with \( TFS_{\text{sit}} \) and thereby eliminating the need for ADT information. More specifically, based on the previous definitions and assumptions we can conclude:

\[
\frac{CF_{\text{pit}}}{TF_{\text{pit}}} = 10^8 = e^{a1} \cdot (JR_{\text{sit}})^{b1}
\]

(from Equation 2) \( CR_{\text{pit}} = \frac{CF_{\text{pit}}}{TF_{\text{pit}}} \cdot 10^8 \)

\[
CR_{\text{pit}} = e^{a1} \cdot (JR_{\text{sit}})^{b1}
\]

(from Equation 4)

\[
TF_{\text{pit}} = e^{a2} \cdot (TF_{\text{sit}})^{b2}
\]

(from Equation 5)

Thus, through a Poisson or negative binomial regression with Crash Frequency \( CF_{\text{pit}} \) as the dependent variable, we can derive the coefficients \( b1 \) as well as \( b2 \). If \( a2 \) is available from a previous analysis determining the relationship between \( TFP_{\text{pit}} \) with \( TFS_{\text{sit}} \), i.e. through the analysis in Section 4.2, we can also determine \( a1 \). With estimates for \( a1 \) and \( b1 \) we can ultimately also predict \( CR_{\text{pit}} \) on the
Table 3
Negative binomial regression results for the Crash Frequency (CFpret) dependent variable and the independent variables Jerk Rate (JRpret) and Fleet Trip Frequency (TFpret), sampled by number of trips through counting station bounding grid (TFpret).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Model (3.1)</th>
<th>Model (3.2)</th>
<th>Model (3.3)</th>
<th>Model (3.4)</th>
<th>Model (3.5)</th>
<th>Model (3.6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln (JRpret)</td>
<td>0.330***</td>
<td>0.367***</td>
<td>0.405***</td>
<td>0.371**</td>
<td>0.380***</td>
<td>0.384***</td>
</tr>
<tr>
<td></td>
<td>(4.88)</td>
<td>(5.18)</td>
<td>(5.31)</td>
<td>(4.92)</td>
<td>(5.02)</td>
<td>(4.93)</td>
</tr>
<tr>
<td>ln (TFpret)</td>
<td>0.232***</td>
<td>0.259***</td>
<td>0.314***</td>
<td>0.378***</td>
<td>0.367***</td>
<td>0.363***</td>
</tr>
<tr>
<td></td>
<td>(6.43)</td>
<td>(5.20)</td>
<td>(6.15)</td>
<td>(7.95)</td>
<td>(7.54)</td>
<td>(7.30)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.479**</td>
<td>0.333</td>
<td>0.0171</td>
<td>-0.366</td>
<td>-0.302</td>
<td>-0.276</td>
</tr>
<tr>
<td></td>
<td>(2.61)</td>
<td>(1.25)</td>
<td>(0.06)</td>
<td>(-1.49)</td>
<td>(-1.19)</td>
<td>(-1.06)</td>
</tr>
</tbody>
</table>

In alpha

|                      | -0.929***   | -0.905***   | -0.960***   | -1.020***   | -1.012***   | -1.004***   |
|                      | (-6.38)     | (-5.83)     | (-5.84)     | (-5.82)     | (-5.74)     | (-5.68)     |
| Observations         | 194         | 172         | 159         | 152         | 149         | 147         |
| Pseudo $R^2$         | 0.281       | 0.275       | 0.303       | 0.336       | 0.331       | 0.322       |
| $\chi^2$             | 56.77       | 49.49       | 62.09       | 73.27       | 69.24       | 64.32       |

$t$ statistics in parentheses.

$p < 0.05.$

$p < 0.01.$

$**p < 0.001.$

basis of $\text{CRpret} = e^{\beta_1 \times (JRpret)^{\beta_2}}$.

Considering the $\text{CFpret}$ dependent variable, we continue to see a Poisson distribution where the variance (28.20) is higher than the mean (5.01), indicating over-dispersion of the variable and thus we apply negative binomial regression. Results of the regressions, sampled by number of trips (TFpret) are shown in Table 3. When compared to the $\text{CRpret}$ set of models, we see improved model fit, with pseudo $R^2$ ranging from 0.281 to 0.336. In addition, we observe the same pattern seen in the previous regressions of Section 4.2, where model fit improved when grids with less than 15 trips were excluded from the analysis. This reaffirms that there should be a minimum number of fleet transits of an area before analyses are conducted on the basis of driving data.

We can now proceed to answer our second research question: To what extent can the Crash Frequency of a location be explained by CDE information from that location, assuming we have sparse data coverage (only Crash Frequency information is available) and a well-defined relationship between $\text{TFpret}$ and $\text{TFpret}$, i.e. a ‘representative’ fleet. This is achieved by separately testing two null hypotheses, i.e. that $\text{CFpret}$ of a location is not explained by either ln(JRpret) or by ln(TFpret) of our field study fleet. Through independently testing the $\chi^2$ values for each variable of the generated models, we are led to reject both null hypotheses, with $p < 0.001$ for both variables and all models. Regarding the $b1$ coefficient, which gives the proportional increase in both Crash Rate, and Crash Frequency in our models, we can see that in the $\text{CFpret}$ regressions it falls within a similar range (0.330–0.405) to the coefficient in the $\text{CRpret}$ set of models (0.293–0.383). In addition, we observe that the $b2$ coefficient also falls in a similar range (0.232–0.378) to the coefficient in the $\text{TFpret}$ models (0.203–0.428). From this we can conclude that, with a fleet which can be demonstrated to be representative of the population, we can estimate Crash Frequency, and from the coefficient make an approximation for the Crash Rate exposure measure.

4.4. Crash frequency – spatial regression

In practice, such an analysis would not be run on a small subset of grids, but over the whole road network. In order to provide insights into a nationwide approach, we now consider this problem for the whole field study dataset, covering the majority of the Swiss road network. Following the same approach as the first part of the analysis, the country was divided into regular square grid cells (Kim et al., 2006) of 1 km$^2$ in order to perform the data analysis. Crash Frequency was generated within each grid, along with the Jerk Frequency, and Traffic Frequency of the fleet, to generate new values for the variables $\text{CFpret}$, $\text{JRpret}$, and $\text{TFpret}$. Based on the results of the previous sections, grids with a value for $\text{TFpret}$ less than 15 were excluded from the analysis, resulting in 4197 km$^2$ of the country’s road network being considered. Of the 25,493 traffic accidents which occurred during the 18-week period, 15,450 were included in the grids covered by the field study and fulfilled the minimum number of transits by the utilised fleet.

Urban areas, as well as highways, often show very specific accident patterns (Kim et al., 2006; Pande et al., 2017). These variables can be obtained for locations through map-matching services and open data sources. Therefore, in order to include these as explanatory variables in the regression, each grid was further enriched with two binary variables, one for ‘Urban’ or ‘Rural’ and another for ‘Highway’ or ‘Non-highway’ through a professional map-matching service provider. The data set is split roughly in half between urban and rural areas, as shown in Fig. 6, while Fig. 7 shows the distribution of highway and non-highway roads. As mentioned above, significant differences are expected between the areas and road-types due to the difference in both population and traffic frequency.

Spatial autocorrelation is where measurements are dependent on their location and surroundings, i.e. not independent and
identically distributed. Thus, it can be defined as a property found across geographic space, where variables are either more similar or less similar at certain distances from each other than would be expected for randomly associated pairs of observations (Legendre, 1993). This spatial autocorrelation can be tested with various indicators, where the most commonly used measure is the Moran’s I statistic (Anselin and Rey, 2014; Bivand et al., 2013). Moran’s I can be interpreted as a regression coefficient for autocorrelation, where the value falls between −1 and 1. A value of 1 indicates a strong positive spatial autocorrelation, −1 indicates a strong negative spatial autocorrelation and 0 means that observations are random, and thus not spatially auto-correlated (Anselin, 1996). For our dataset and a grid size of 1 km², the Moran’s I value is 0.426 (p = 0.000), hence we find a statistically significant spatial autocorrelation which should be accounted for in our model.

Another important concept for statistical tests is homo- and heteroscedasticity. Homoscedasticity is the assumption of constant error variance (Anselin and Rey, 2014). That is, the variances around the regression line are equal for all values of the independent variable. If the distribution of values is heteroskedastic, the variance of the independent variable cannot be assumed to be constant. Due to the spatial distribution of accidents we expect heteroscedasticity of accidents and vehicle data along different roads sections.

Fig. 6. Distribution of Urban (red) and Rural (yellow) locations in Switzerland where naturalistic field study driving data was collected. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Distribution of highway (red) and other (white) locations in Switzerland where naturalistic field study driving data was collected. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 4
Spatial combo regression results for the Crash Frequency (CF_{pit}) dependent variable and iteratively added independent variables, with grids limited to those with a fleet Trip Frequency greater than 15 (TF_{sit}).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Initial model (4.1)</th>
<th>Urban model (4.2)</th>
<th>Highway model (4.3)</th>
<th>Full model (4.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln (JRS_{sit})</td>
<td>0.3176***</td>
<td>0.2948***</td>
<td>0.3224***</td>
<td>0.3043***</td>
</tr>
<tr>
<td></td>
<td>(0.1060)</td>
<td>(0.1304***</td>
<td>(0.1060)</td>
<td>(0.1304***</td>
</tr>
<tr>
<td>ln (TFS_{sit})</td>
<td>0.1060***</td>
<td>0.1304***</td>
<td>0.0857***</td>
<td>0.0766***</td>
</tr>
<tr>
<td></td>
<td>(7.6174)</td>
<td>(12.2520)</td>
<td>(5.1154)</td>
<td>(4.6636)</td>
</tr>
<tr>
<td>Urban</td>
<td>0.1417***</td>
<td>0.1417***</td>
<td>0.1417***</td>
<td>0.1417***</td>
</tr>
<tr>
<td>Highway</td>
<td>0.0292</td>
<td>0.0292</td>
<td>0.0292</td>
<td>0.0292</td>
</tr>
<tr>
<td></td>
<td>(4.9491)</td>
<td>(4.9491)</td>
<td>(4.9491)</td>
<td>(4.9491)</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.8754***</td>
<td>-0.9776***</td>
<td>-0.8694***</td>
<td>-0.9376***</td>
</tr>
<tr>
<td></td>
<td>(-13.0789)</td>
<td>(-15.4511)</td>
<td>(-14.0488)</td>
<td>(-17.3417)</td>
</tr>
<tr>
<td>Spatial lag</td>
<td>0.0618</td>
<td>0.0840</td>
<td>0.1183***</td>
<td>0.2022***</td>
</tr>
<tr>
<td></td>
<td>(1.4026)</td>
<td>(6.8906)</td>
<td>(3.0585)</td>
<td>(6.0833)</td>
</tr>
<tr>
<td>Spatial error</td>
<td>0.6330***</td>
<td>0.5994***</td>
<td>0.5559***</td>
<td>0.4296***</td>
</tr>
<tr>
<td>Observations</td>
<td>4197</td>
<td>4197</td>
<td>4197</td>
<td>4197</td>
</tr>
<tr>
<td>Pseudo $R^2$</td>
<td>0.3899</td>
<td>0.4017</td>
<td>0.3913</td>
<td>0.4083</td>
</tr>
</tbody>
</table>

z statistics in parentheses.

$p < 0.05.$  
$p < 0.01.$  
$***p < 0.001.$

To address the problem of heteroscedasticity, spatial regression models can include local and global spatial relationships in order to mitigate or reduce the effect. To utilise these spatial effects, spatial weights are used (Anselin and Rey, 2014; Bivand et al., 2013). For our grid-based data set, contiguity weights are the most logical choice, where only bordering cells are expected to have a direct effect on the dependent variable. Other techniques, such as threshold and inverse distance weights, are impractical as they use different distances for diagonal than horizontally or vertically adjacent cells due to the calculation using the centre point of the square. Contiguity weights also allow higher order weights for cells that are further away than the cell directly adjacent.

Lagrange Multiplier tests showed that our dataset is susceptible to both spatial lag and spatial error, where tests are highly significant for both lag and error models for the general and the robust specification. Therefore, the spatial combo model is used as it includes both spatial error and spatial lag. The dependent variable, CF_{pit}, is transformed with the natural logarithm, to replicate the log-link relationship from the negative binomial regressions. For this analysis we iteratively developed four models, presented in Table 4, in order to test the robustness of the relationships when controlling for factors that traditionally explain large parts of the variance in Crash Frequency, specifically Urban and Highway environments. The first of these, model (4.1), uses just the natural logarithm transformed JRS_{sit} and TFS_{sit} as dependent variables, extending our results from the previous sections to a country-wide setting and accounting for spatial autocorrelation. In model (4.2) we add to the regression the Urban binary variable, and in model (4.3) the binary variable for Highway. We finally add both binary variables to our combined model (4.4).

Considering the initial model (4.1), as seen in the negative binomial regressions from the previous sections, we observe highly significant coefficients for both ln(JRS_{sit}) and ln(TFS_{sit}). Here the coefficient of ln(JRS_{sit}) fall within a similar range as the results from the previous section, and so with an increase of 10% in Jerk Rate from our fleet at a location we would expect an increase of 3.1% (1.1^{0.3176} = 1.031) in the Crash Frequency at that location. On the other hand, while the number of trips the fleet makes through the location also shows a significant proportional increase in the crash frequency, with a 10% increase in trips contributing a 1.0% (1.1^{0.1060} = 1.010) increase in the number of accidents, the coefficient is lower than in the previous models. Here we potentially see the importance of incorporating spatial factors in such an analysis, since the spatial error is highly significant in all of the models there is an indication that the error of an observation affects the errors of its neighbours. As the individual trips of the fleet naturally pass through neighbouring grids, this behaviour can potentially be accounted for in the spatial model.

Model (4.2) sees the added significance of the Urban binary variable added into the regression, and the spatial lag additionally becomes significant. Since spatial lag is the variable which captures the influence of neighbouring observations on the dependent variable, we can determine that controlling for Urban and Rural locations highlights the similarity of neighbouring observations in the dataset. Model (4.3) adds the binary variable for whether the location is a Highway, here the variable itself does not have a significant effect on the number of crashes within that grid. However, we see that the coefficient and the significance of the spatial lag increase, indicating higher importance of the influence of neighbouring observations on the number of crashes.

Finally, the combined and best fitting model (4.4), with a pseudo $R^2$ of 0.4083, shows the significance of both the binary variables of Urban and Highway, and the spatial lag and error for these models remain significant. With regard to the impact of the binary variables, we primarily consider the results of this model. In including these variables, we see minor changes in the coefficients of ln(JRS_{sit}), from 0.3176 to 0.3043, and ln(TFS_{sit}), from 0.1060 to 0.0766, with the significance of both variables remaining. The binary variable coefficients in the model indicate the direct impact on the dependent variable of being in urban and highway areas respectively. Where the impact of being in an urban
location increases the number of accidents at that location by 16.5% when compared to rural areas. Moreover, locations which were highways had an increase of 12.5% in the Crash Frequency when compared to other non-highway roads.

5. Discussion, limitations and future work

The research at hand has several implications for research, policy, and industry. At the core of our research is the hypothesis that the rate of CDEs at a specific location is related to the Crash Rate and Crash Frequency of that location. Thus, we conducted an explorative nationwide study to provide early evidence that the Crash Rate can be modelled by the Jerk Rate of vehicles that are representative of a semi-autonomous fleet. Here, we observe the significance of coefficients that would be expected from the literature and see promising quality metrics with regard to pseudo $R^2$ and $\chi^2$. In addition, model fit generally increased where grids were only considered for analysis when they had a higher number of transits by the utilised fleet. This demonstrates that with more trips the measure of Jerk Rate becomes more representative of the population Crash Rate. However, in reality, we are commonly limited in traffic safety analysis to estimating Crash Frequency as a dependent variable, since the necessary traffic frequency data needed to calculate exposure measures, such as Crash Rate, is rarely available for whole road networks.

In order to reliably estimate the Crash Frequency of a location on the basis of Jerk Rate (without the corresponding data for overall population traffic frequency), the relationship between the traffic frequency of the field study fleet and total traffic frequency of the population has to be known. The results indicate that a road assistance fleet, such as the one used in this field study, can address this requirement. More specifically, we provide evidence of a well-defined relationship between the number of trips made by the fleet and the overall traffic frequency measure, ADT. In practise, it may be easier for insurance companies to use a professional fleet to model both Crash Rate and Crash Frequency, rather than recruiting and collecting data from typical drivers within the general population. After validating the assumption that the fleet in our field study was representative of the population, we developed models to estimate Crash Frequency, and from the coefficient make an approximation for the Crash Rate exposure measure. Through these steps, we contribute to the existing body of research by going beyond the most recent studies that consider individual highway segments (Pande et al., 2017), applying our analysis to a subset of locations with ADT data, and providing model quality measures to help other researchers and practitioners validate their approaches. Furthermore, in practise such an analysis would not be run merely on a small subset of grids where traffic frequency information is available, but over the whole road network where only Crash Frequency is typically collected. Therefore, our study, which covers the majority of the Swiss road network, provides first insights into a nationwide approach. We highlight the importance of controlling for spatial lag and error effects, and draw attention to how urban and highway variables obtained from map-matching services impacted Crash Frequency at those locations and improved model fit. Finally, the models presented in each section form a concrete starting point for automotive insurance companies looking to exploit the growing opportunity for active loss prevention, such as providing in-vehicle warnings and safe-routing services. These services, which build upon an accurate knowledge of dangerous locations on the road network, will be further enabled by the growing popularity and advanced features of semi-autonomous vehicles in the coming decades.

Whilst this study demonstrates how traffic accident exposure can be modelled by naturalistic driving data, the results should be seen in the light of their limitations. While there are many jerk threshold values suggested in the related research, as well as other variables to detect CDEs, in this early stage we consider just one threshold of jerk in order to generate our independent variables. We believe that to gain greater insights into road safety there is a strong need to develop clear operationalisations of critical driving event variables, and reliably validate these for multiple vehicle and driver demographics, across different road types.

6. Conclusions

While there is existing research showing that the situational factors of crashes and near-misses are strongly related, and that naturalistic driving data can provide promising insights for traffic accident analysis, there is limited empirical data on whether the Crash Frequency and Crash Rate of locations can be reliably identified through analysis of CDEs. With the rise of semi-autonomous vehicles, and the technology capabilities facilitating their innovative features, a unique opportunity to address this issue has arisen. While low levels of adoption currently make investigating this potential a challenge, preliminary analysis is made possible with the installation of a retrofit system analogous to such advanced vehicles. Using such a setup, jerk events were detected from 72 vehicles equipped with a system that collected sensor information from each car’s CAN Bus, synonymous with data available in semi-autonomous vehicles. The research at hand presents results from an 18-week naturalistic driving field study of these vehicles, which covered over 690,000 km in Switzerland. The contributions of this paper can be summarised as follows:

- To the best of our knowledge, this is the first work to incorporate a national level traffic accident and traffic volume dataset covering the same period as a nationwide naturalistic driving field study. We demonstrate with negative binomial regressions on a sub-sample of data where ADT was available that the rate of high jerk events of vehicles has a proportional relationship with the Crash Rate of the population.
- Since traffic frequency measures, such as ADT, are expensive to collect and rarely available over the whole road network, we
Further demonstrate that the number of trips made by the connected fleet in the field study has a proportional relationship with the population traffic frequency. From this, Crash Frequency is modelled through negative binomial regressions with the rate of high jerk events and the number of trips made by the fleet.

– Finally, we apply spatial regression analysis on Crash Frequency across locations covering over 4000 km² of the Swiss national road network and demonstrate the relationship with the rate of high jerk events and fleet traffic frequency, along with urban and highway explanatory binary variables for these locations.

In conclusion, this early-stage research shows the potential for traffic safety analysis that could be achieved with the driving data collected from semi-autonomous vehicles. With the ongoing shift in the insurance industry that is moving away from purely ‘reactive’ business models toward active loss prevention, the ability to identify high risk locations on the road network is of utmost value. Through this, preventative measures can be incorporated into insurance products to encourage drivers to adapt their driving behaviour at potentially dangerous locations. Additionally, semi-autonomous vehicles approaching these locations might drive more carefully to reduce risk or hand over control to the driver to transfer insurance liability. We believe that understanding the new practical capabilities and the reliance of findings from recent automotive technology improvements has become vital for determining suitable traffic safety approaches and strategies, both for insurers and policy makers in this long-standing field of traffic accident prevention.
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