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Introduction

The introduction of digital instruments in the history of design, art and architecture like so many disruptive technologies are about to fundamentally change the way we conduct and even envision our very disciplines.1 Lately, Artificial Intel-

---

1 This transformation has been hailed as a “Computational Turn” (David Berry, “The Computational Turn: Thinking about the Digital Humanities”, in: Culture Machine 12 (2011), pp. 1–22, URL: http://sro.sussex.ac.uk/49813/, accessed 2018-12-14) and has been early on stated by art historians such as Hubertus Kohle, “Ordnung und Umbruch in der Wissenschaft der Kunstgeschichte: Der Einfluss des Digitalen”, in: Reibungspunkte: Ordnung und Umbruch in Architektur und Kunst, ed. by Hanns Hubach, Petersberg 2008, pp. 141–144. Recently espe-
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Intelligence and Machine Learning techniques are used in the Visual Digital Humanities for the purpose of image analysis and the classification of features alike. They reach beyond a low-level image processing (e.g. by grouping images by colour distribution or contrast) seeking to identify, classify, and even semantically segment visual features in imagery. In other words, they provide for the first time computational access to the representational dimension of images.

The Neoclassica project was conceived to harness these technologies in order to provide scholars with such new instruments and methods for the computer-assisted analysis of material culture, specifically, structural features and aesthetic forms of neoclassical artefacts. We aspire to support both hypothesis-driven and exploratory approaches in the Bildwissenschaften, Cultural Studies and Humanities alike. We currently concentrate on Raumkunst (in particular furniture and interior spaces) as well as architecture and their respective visual representations.

Here, we present our path towards a visual analysis of interiors starting from the initial classification of single artefact images and moving to artefact identification in complex depictions of period interiors. Finally, we present our contemplations on the use of this methodology and possible extensions of it.

The Classical Movement and the Interior
Antiquarianism played an important role in shaping the rise of European modernity. The ascent of classical antiquity to a cultural paradigm during the Sattelzeit was profoundly interwoven with processes of fundamental social, economic and cultural transformation, such as growing urbanisation, the evolution of a consumer-culture, new conceptions of privacy and property, and even the human self. The Classical movement was remarkable in its spread both geographically and socially as well as the intensifying processes of interaction and exchange across territories. Patrons returning from their grand tour formed learned clubs...
of Dilettanti, maintained vast letter networks, or even transformed their private collections into public institutions like the Boston Athenaeum.\(^5\)

The medial revolution around 1800 spread knowledge of the classical goût far beyond the most wealthy and powerful in their respective societies. Publications such as the *Journal de la mode et du goût* (appeared under different titles 1786–1793), *Ackermann’s Repository of Arts, Literature …* (app. 1809–1829) or the *Journal des Luxus und der Moden* (app. 1797–1812) contributed to the formation of consumers’ tastes. Specialised craftsmen travelled across vast territories spreading new techniques and technologies in carpentry or metal work, learning both from their peers and through the study of the antiques, later forming their own workshops (often maintained for multiple generations). Some of those had a fundamental impact on the reception of the Classical tradition itself such as the Roentgen’s workshop in Neuwied or the Jacob’s workshop in Paris,\(^6\) and contributed significantly to the creation of almost global markets for consumer goods such as furniture and bronzes.

The common reference to classical antiquity, as well as aesthetic divergence due to local traditions, social requirements and financial limitations or even political conditions, provides in our eyes a field particularly well suited for the application of computational methods. The widespread reception of classical antiquity, as well as technological improvements such as printmaking techniques in the form of stipple engraving, mezzotint, and aquatint,\(^7\) produced a vast wealth of contemporary visuals.

Additionally, these visuals provide a specific kind of evidence, due to a transformation of the very practice of seeing and depicting. During this period the modern notion of the interior “with significance as a physical, three-dimensional space, as well as an image, whether it be a two-dimensional representation such as a painting, a print in a portfolio of decoration, or a flat backdrop that could conjure up an interior as a theatrical scene” emerged.\(^8\) As a genre, the interior deviated from the emblematic and allegorical image-language of the baroque, employing a more ‘naturalistic’ and ‘reconstructive’ approach, now supposed to mirror the personality of its inhabitants.\(^9\) Christiane Lukatis has pointed out that the interior started out as a primarily private form of memory that hence depicted
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very personal and rarely representational settings. Following its private function, interior images are usually executed as drawings rather than oil paintings.\textsuperscript{10}

The genre thus ranged from the private lieux de souvenirs to the “painted inventory”\textsuperscript{11}, as well as, from the idealised milieu\textsuperscript{12} as a portrait to a strict documentary function.\textsuperscript{13}

Interior images may hence fulfil multiple functions of representation. Depending on the research interest, they may hold evidentiary value, informing about domestic culture, perceptions of humans of their environment or programmatic and aesthetic conceptions held.\textsuperscript{14} They can also inform about the study of processes of stylistic transformation and the application of iconographic programs. The huge digitisation efforts in recent years have given us unprecedented access to sources, facilitating the employment of methods and instruments from the Digital Humanities that directly benefit such research in multiple ways.

**The Neoclassica Framework**

The *Neoclassica* framework evolved in the above context and is composed of a top-down human created knowledge codification harnessing the domain-expert knowledge and a bottom-up data-driven approach to knowledge extraction from sources in multiple modes, exploiting the powers of computationally processing large amounts of data.

**The Neoclassica ontology**

Domain expert knowledge has to be formalized so that it can be automatically processed by a computer. In *Neoclassica*, we do this by means of a multilingual research-oriented formal ontology.\textsuperscript{15} Additionally, we strive to reflect the specific
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\textsuperscript{11} Ibid.

\textsuperscript{12} This observation holds also for other genres such as the social caricature or the political portrait. For instance, in George Cruikshanks temperance inspired series of etchings called *The Bottle* from 1847 (George Cruikshank and Charles Mackay, *The Bottle. In Eight Plates [...]*, London 1847, URL: https://www.bl.uk/collection-items/the-bottle--a-series-of-temperance-themed-illustrations-by-george-cruikshank-with-poetry-by-charles-mackay, accessed 2018-12-14) the gradual social and moral demise of the protagonist is represented through the gradual loss of the bourgeois interior surrounding the family; or the 1808 portrait of Charles-Maurice de Talleyrand-Périgord by François Gérard depicts him in a relatively private setting yet with furniture in the Louis XVI style. In the context of Talleyrand having recently resigned as a foreign minister to protest Napoléon’s policy towards Russia, this choice of an ancien régime style at the heyday of the Empire style in a painting that was publicly exhibited after its completion in 1808 can hardly be called accidental. (For visual references see Fig. 10.4, Farbteil.)

\textsuperscript{13} Lukatis, “Zimmerbilder”, p. 24.


\textsuperscript{15} Simon Donig et al., “Neoclassica – A Multilingual Domain Ontology. Representing Material Culture from the Era of Classicism in the Semantic Web”, in: *Computational History and Data-Driven Humanities. CHDDH 2016*, ed. by Bojan Bozic et al., Cham 2016 (IFIP Advances in
chronological period semantics. Thus, concepts and terms used to describe artefacts and their structure are based on period sources such as drawing, model, and pattern books or other treatises reflecting the conceptual control over the production of artefacts. The ontology contains concepts regarding furnishing and furniture, their components and aesthetic features as well as the relationships between them.\(^{16}\) We chiefly include elements common to both architecture and furniture since our initial development focuses primarily on Raumkunst. In the context of this paper, the ontology provides for the annotation of a training set for the data-driven approach.

*The bottom-up approach*

The *Neoclassica* bottom-up approach consists of the application of Artificial Intelligence techniques specifically Deep Learning for knowledge discovery. This technique allows computational models that are composed of multiple processing layers to learn representations of data with multiple levels of abstraction.\(^{17}\) A *Deep Neural Network* is a specific architecture implementing Deep Learning. In this paper, the terms *Deep Learning*, *Deep Neural Network*, and *Neural Network* are used as synonyms. Deep Learning like all machine learning techniques requires an annotated training set used by the algorithm to learn particular features and a disjoint test set (i.e. not sharing any common items) used for the evaluation of the results. In our case, we have compiled the *Neoclassica Open Corpus* annotated according to the *Neoclassica* ontology.

At the time of writing the corpus comprises both modern photographs and digitised period imagery. Both depict either single objects in one image or multiple objects. The latter can be divided in modern photographs from exhibition spaces and period rooms, historic photographs of interiors, period images taken either from pattern-books (both printed and distributed or unique workshop designs such as the Bellangé album),\(^{18}\) or solitaire images (e.g. drawings, paintings) as well as thematically cohesive albums (e.g. the Wittelsbacher Album),\(^{19}\) digitised period books, all depicting interiors.\(^{20}\)


\(^{20}\) The imagery was sourced from institutions such as the Metropolitan Museum of Art, New
A particular challenge of any classification experiment in the humanities lies in the fact that the bodies of images available for training are rather small. Most Deep Learning approaches, however, are trained on millions of images. We thus applied pre-training, a common method for improving the overall performance of a neural network. The assumption is that the classifier learns specific features of a basic nature (like round shapes and specific edges) that are exploited in the unknown dataset. Most available pre-training sets such as ImageNet, the one we used, consist, however, of modern-day photographs. Thus, we decided to train the algorithm on a specific ImageNet subset containing mainly photos of modern furniture objects like tables, chairs, and cabinets.

Before each experiment, we randomly split the corpus: 80% were used to train the algorithm and 20% to evaluate the results. Additionally, we also used control corpora with newly sourced independent images for some experiments.

**Single Object Detection**

In order to reach our goal of identifying and classifying specific furniture forms in complex interior scenes, we applied a stepwise approach. Our first experiment layouts followed a resource efficient approach in image classification through deep learning, by concentrating on single-class image classification, focussing on photographs.

For this kind of experiments, we used Convolutional Neural Networks (CNNs). In our first experiments, we employed a corpus that was collated from open data of the Metropolitan Museum of Art (MET), New York. The first experiment was conducted using 2167 images belonging to 42 classes and when evaluated, gave
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23 Bernhard Bermeitinger et al.: “Object Classification in Images of Neoclassical Furniture Using Deep Learning”, in: *Computational History and Data-Driven Humanities. CHDDH 2016*, ed. by Bojan Bozic et al., Cham 2016 (IFIP Advances in Information and Communication Technology 482), pp. 109–112.
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an average F1 score of 0.442 and 0.43 accuracy. The metrics for the experiment suggested that the composition of the corpus affected negatively the learning process. The images depicted not only whole single objects but also parts, pairs, or sets of objects. Each of these was assigned the label for the artefact as a whole, tainting the training of the classifier. We thus concluded that the common approach in machine learning – assuming that the quantity of data would level out variances in the source data – did not work out, since our data was not large enough.

We thus decided to clean the corpus to improve data quality by excluding all images that showed only part of an artefact, additionally by splitting images that contained multiple artefacts, and by covering neighbouring objects in images. Furthermore, not all classes possessed a sufficient number of images to create meaningful results thus we removed all classes with less than five instances. This led to a further reduction of the corpus size to 1246 images belonging to 30 classes. We ran a second experiment which yielded an accuracy of 0.77 and an F1 score of 0.76. We later repeated the same experiment with a different layout resulting in an even better mean accuracy of 0.80 and a mean F1 score of 0.72.

In order to test whether period depictions can be classified correctly when applying a classifier trained chiefly with modern day photographs of artefacts from a museum context, we collated a control corpus of period graphics depicting furniture from a compilation of Thomas Sheraton’s furniture designs created in 1910. We concentrated on four prime classes that were particular populous in the source material (chair, armchair, bed, and settee) and achieved a mean accuracy of 0.63. This led us to conclude that apparently, factors like mediality, technique, or the degree of abstraction of the depiction affect the classification process. As an illustration of the diversity of the corpus (see Fig. 9.1, Farbteil) displays a sample of settees in various modalities and techniques. In the first row a correspondence of forms can be observed in a settee attributed to Samuel McIntire and its archetype in plate 35 of Thomas Sheraton’s The Cabinet-Maker and Upholsterer’s Drawing-Book (1793) (the second image). The same holds for the third row where a Greek Revival settee by William Hancock is depicted in direct correspondence to plate two of Thomas Sheraton’s Cabinet Encyclopedia (London, 1805). In order to further explore this hypothesis, we laid out another set of

25 The classifier was trained with photographs because there were not enough period depictions per class available to conduct a meaningful experiment.
26 The original designs for the furniture date from between 1770 and 1790. Thomas Sheraton, The Furniture Designs, ed. by J. Munro Bell., London 1910.
27 All images are in the public domain, taken from the Metropolitan Museum of Art, New York, ascension numbers from left to right, top to down: 26.207; NK2229 .S54 1793; 2007.368; 51.624.2; 48.164.1; NK2229 .S54 1793; 60.4.1.
control experiments. We decided to retrain the classifier adding distinct subsets of images that reflected the different properties. We expanded the corpus to include 682 images from the Victoria and Albert Museum, 121 images from the Wallace Collection, 196 from a re-edition of Hepplewhite’s *The cabinet maker and upholsterer’s guide*,29 We also included drawings corresponding to 24 images from the so-called *Bellangé Album*, a calf-leather bound folio attributed to the workshop of Pierre-Antoine Bellangé (1757–1827) and his son, Louis-Alexandre (1797–1861) as well as several other artists. We annotated the total of collected 2020 images by using the domain ontology, resulting in the use of 54 classes. We found that we needed at least eight annotated images per class, thus reducing the workable image set to 1674 images. We also employed a newer implementation framework of our CNN layout, which resulted in a median accuracy of 0.78 and F1 score of 0.77. (For an extended discussion of the analysis of the factors affecting the classification, see below in the discussion).

**Transition to Interiors**

Seeing only a marginal potential left for optimisation of the single artefact classification, we moved on to start experimenting with complex interior images. For this, we hence decided to use an RCNN30 being the application of CNNs not to the image as a whole but to specific image regions. This required re-annotating all our images, defining regions by drawing polygons and associating them with labels corresponding to the Neoclassica ontology classes. We annotated all the images of the previously described corpus.

In order to test this approach, we chose to classify single objects and compare the results with our previous experiments.31 For this purpose, we used a subcorpus of 618 images representing 29 classes entirely from the MET. Of these images, 90% are photographs. This yielded a mean accuracy of 0.94. To better assess the impact of mediality, technique, the degree of abstraction of the depiction we used again the independent control corpora from the single image classification experiments, resulting in average mean precision of 0.60 (V&A), 0.69 (Wallace), 0.48 (Sheraton), 0.50 (Hepplewhite) and 0.64 (Bellangé). An overview of the experiments is provided by Table 1: Experiments conducted by the Neoclassica project with regard to single artefacts. There is a visible discrepancy between the results among the different corpora which can be distinguished between a) better results

achieved among the MET and all the other corpora and b) the better results for the corpora that contain mainly digitised photographs (MET, V&A, Wallace) as well as those containing coloured drawings (Bellangé – cf. Fig. 9.1, Farbteil, second row on the right) as opposed to monochromatic period prints and graphics (Sheraton, Hepplewhite – see Fig. 9.1, Farbteil, 1st and 2nd row on the right). This might be attributed to the stylization of the prints.

Object Detection in Interiors
As at the time of the experiment, we did not yet have fully annotated interiors we compiled a test set including period interiors in multiple modalities and techniques from the Cooper-Hewitt Smithsonian Design Museum, the Wittelsbacher Album, the Metropolitan Museum of Art, New York, as well as photographs of period rooms and exhibition spaces, again from the MET. This lack of an annotated interior scene corpus allowed us only a qualitative evaluation of the experiment. This evaluation essentially showed that the identification and classification in period images worked mainly with the most populous classes (i.e. chairs).

We then proceeded to annotate interiors so that we could train with these annotations and concentrated on kinds of objects that were more likely to be found in interiors. We included classes that already formed part in the previous training processes as well as adding new classes not well represented in the previous training sets since the number of such artefacts is usually limited in a typical organisational context. For instance, a museum may have only a given number of chandeliers in its exhibition spaces and storage facilities. We thus augmented the set to include classes like chandeliers, mantelpieces, architectural glass (a term we coined to include over-mantle mirrors and pier glass for instance). These were sourced both from freely available retro-digitised print material published by museums and freshly annotated interior images cropped to the bounding box of particular artefacts as well as images from hitherto incomputable classes that we had so far retained. This led to overall 24 classes, including various kinds of seating furniture, tables, case furniture, lighting devices and architectural features. We trained a classifier with both the annotated interiors and the anno-

32 There is a minor epistemological problem in using period rooms to train a classifier which we are very well aware of. As the period room essentially reimagine past in a particularly set framing they are chiefly used for training and testing a classifier in a noisier environment. Assuming they would provide for a considerable part of a corpus and would provide a basis for further inferencing (e.g. the distribution of artefact-classes in a particular type of room) this would pose an issue graver. (For a general characterisation of the subsequent modes of this kind of representation see Luc Noppen, “L’habitat mis en scène”, in: Continuité 51 (1991), pp. 19–25).

<table>
<thead>
<tr>
<th>Classifier</th>
<th>VGG-16 (CNN)</th>
<th>VGG-19 (CNN)</th>
<th>VGG-19 (CNN)</th>
<th>VGG-19 (CNN)</th>
<th>VGG-19 (CNN)</th>
<th>Faster-RCNN with ResNet101</th>
<th>Faster-RCNN with ResNet101</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corpus Characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of Images</th>
<th>Number of Classes</th>
<th>Training</th>
<th>Test Corpus</th>
<th>Evaluation Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>2167 (overall)</td>
<td>42</td>
<td>MET</td>
<td>MET</td>
<td>Mean accuracy: 0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean F1 score: 0.77</td>
</tr>
<tr>
<td>1246 (overall)</td>
<td>30</td>
<td>MET</td>
<td>MET</td>
<td>Mean accuracy: 0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean F1 score: 0.76</td>
</tr>
<tr>
<td>1246 (MET), 64 (Sheraton)</td>
<td>30</td>
<td>MET</td>
<td>MET</td>
<td>Mean accuracy: 0.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean Top-1 accuracy: 0.63</td>
</tr>
<tr>
<td>1674 (overall)</td>
<td>4</td>
<td>MET, Sheraton, V&amp;A, Wallace C., Hepplewhite, Bellange (fused)</td>
<td>MET</td>
<td>Mean accuracy: 0.78, Median F1 score: 0.77</td>
</tr>
<tr>
<td>618 (overall)</td>
<td>54</td>
<td>MET</td>
<td>MET</td>
<td>Mean accuracy: 0.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean accuracy of 0.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.60 mAP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.69 mAP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.48 mAP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.50 mAP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.64 mAP</td>
</tr>
</tbody>
</table>

Table 1: Experiments conducted by the Neoclassica project with regard to single artefacts.
tated single objects. We obtained precision of 0.53, recall of 0.51 and F1 score of 0.52. Although the results were not directly comparable there is a noticeable drop both in precision and F1 score as compared to the single image classification experiment. As was to be expected the most populous classes resulted in better classification scores as did some of the more prominently featured artefacts such as chandeliers. Since there is no established ground truth regarding this kind of data in order to explain the variance of the metrics between the two types of experiments, we provide a couple of considerations in the following paragraph.

Discussion
There are multiple observations to be made regarding factors of potential impact on the classification process.

Factors affecting the training of a classifier
As the most important factor for image classification experiments in the Humanities and Visual Cultural Studies we regard the size of corpora. Typical data sets in machine learning, comprise ten thousand to some million labelled images. Our data, in comparison, is extremely low scale (approaching the size of a single ImageNet class for the whole data set) and scattered through many classes.

While the limited size of corpora is induced by the domain or research project – there is for instance only a finite number of period interiors in existence after all – other factors are having an equal impact on the composition of the corpus. Since we don’t digitise material ourselves we rely on digitisation programs of cultural institutions. This makes us highly dependent on their licencing policies. Such licensing may vary from permissive public domain licensing as is the case with the Metropolitan Museum of Art to relatively restrictive licensing that does not permit a redistribution like the CC-BY-NC-ND applied by some institutions or even the requirement to erase data downloaded for scholarly purpose after a certain period of time. Last but not least, a considerable number of institutions especially in Europe do not offer any kind of data for public or scholarly use at all. It is not by accident that no French artefact in our data set stems from a French institution. The same holds for the German institutional landscape.34

Additionally, the corpus is affected by the documentation practices of the holding institutions. First the size of the corpus is limited by the available quality of the images resulting from retro digitisation, often favouring mass over quality (e.g. low resolution, low dynamic range scanning of 35mm film material in museums, digitisation of printed material instead of the source images). Second, the creation of images used for documentation of artefacts in an institution’s collections management system involves decisions regarding the range and variety
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34 This makes initiatives like the recent Berlin call-to-action Cultural Heritage for the Future of Europe (URL: http://www.europanostra.org/our-work/campaigns/berlin-call-action, accessed 2019-05-20) all the more important.
of the visuals created: for the same object there may exist images taken from different angles (see Fig. 9.1, Farbteil, 4th row from above where a settee attributed to New York based ébéniste Duncan Phyfe is depicted from slightly different viewpoints, with and without cushioning). Furthermore, the same photographs may be attributed to different but visually similar objects (e.g. chairs belonging to a set). This might contribute either to overfitting\textsuperscript{35} or, on the positive side, enable the classifier to learn a richer set of features for each class. The general availability of image data, however, is only one aspect. There are more subtle processes that equally affect the classification procedure and that relate to the composition of the data set regarding the kinds of objects it contains.

Foremost, this composition is affected by the collecting practices of the cultural institutions and their donors. Both have a tendency to concentrate on high-end, well-documented pieces. For instance, neoclassical chests of drawers are almost entirely absent from the material made accessible by the MET while they represent one of the most common household pieces in period time. The overall space of material culture that could be covered for training a classifier, is furthermore limited by two factors: systematic processes of loss (such as destruction or modification) especially for low end artefacts and effects of period production practices such the expansion of the production of chairs for middle-class households during the last quarter of the 18th century.\textsuperscript{36}

In addition, there is an observable impact on the data collection grounded in the geographic distribution of artefacts, as for instance our classifier was trained almost without artefacts of Russian, Baltic, Scandinavian or colonial origin as no such material has been available to us. These factors lead to an inherent imbalance of any corpus built, further enforced by the collecting practices of organisations and private collectors alike.

\textit{Classification process impact factors}

The classification process is furthermore affected by the mediality, technique, degree of abstraction of the depiction as noted above. For instance, the photographs of the exhibition spaces of the MET give much better results than many period depictions of similar interiors, as can be seen in the juxtaposition of Figure 9.2, Farbteil and Figure 9.3, Farbteil. Figure 9.2 displays a period room, the so-called Richmond room, from the MET,\textsuperscript{37} while Figure 9.3 shows a local artist’s inter-

\textsuperscript{35} Overfitting may be defined as a “machine learning model becoming so specially tuned to its exact input data that it fails to generalize to other, similar data.” Field Cady, \textit{The Data Science Handbook}, Hoboken, NJ 2017, p. 9.


\textsuperscript{37} Richmond Room, 1810-1811 (Richmond, Virginia); View towards southeast corner of room (68.137) as installed in galleries, including: chandelier (34.75.1), part of a suite of seating furniture (60.4.1-15) including four sidechairs, one armchair and a sofa, and carpet (52.59), https://www.metmuseum.org/art/collection/search/3411 (accessed 2018-12-14), for more information see Amelia Peck, \textit{Period Rooms in the Metropolitan Museum of Art}, New York, NY 1996.
pretation of a room in the Governor’s residence in Hermannstadt (rom. Sibiu) in 1841.\textsuperscript{38} In the case of the Richmond room the classifier proved very capable of identifying most artefacts correctly, such as a settee, chairs, armchairs, a gueridon table, a mantlepiece and a chandelier, in Figure 9.3, however, only some of the artefacts have been identified at all (correctly: gueridon, chandelier, incorrectly: chair as armchair, chair as stool, chair and trestle-table as a gueridon). This particular drawing displays a bad command of perspective, folding multiple planes into one image, thereby probably affecting the capability of the classifier. Perspective distortion was likely also the reason for the classifier being incapable to identify the armchair in the foreground of Figure 9.2.

The differences in the results between photographs and period depictions may be attributed to following factors: The pre-training process with photographs could affect the performance of the classifier when it comes to period drawings. The bulk of training data for interior scenes consists from single object images, mainly modern day photographs. This reinforces the classification bias towards this kind of visuals. Furthermore, deep learning frameworks are developed to be trained with photographs which might have an effect on the results when applied to period data. So far none of these effects has been independently verified, mostly because the period depictions are few. What can be said, however, is that images that display a higher degree of visual similarity to photographs – such as naturalistic oil paintings usually work better with the classifier.

The confidence rate for the classification of a fauteuil, for instance, dropped by more than thirty per cent between an oil-painting (see Fig. 9.4, right hand side, Farbteil) and its reproduction in a period print (see Fig. 9.4, left hand side, Farbteil); also, a false positive of a sofa-table has additionally been identified.\textsuperscript{39}

The relative consistency across photographs of different creators, processes and media in turn, may well be attributed to the comparative similarity of visual representations created by the technical process of documentary photography.

In a similar way, pattern books represent a group of images in their own right, following conventions of reproducibility introduced by technical ways of drawing. While the degree of misclassification with this group over all experiments was larger than for instance for photographs, we assume that this is due to the underrepresentation of this medium as compared to the other kinds of visuals in

\textsuperscript{38} For more details on the image see Charlotte Gere, \textit{Nineteenth Century Interiors: an Album of Watercolors}, London 1992, p. 60, plate 16. The image was scraped from the Cooper Hewitt Smithsonian Design Museum, URL: https://collection.cooperhewitt.org/objects/18708151, accessed 2018-12-14.

\textsuperscript{39} The two images depict Charles Maurice de Talleyrand-Perigord, among other things foreign minister under Napoléon seated in a fauteuil next to a ceremonial bureau plat with a settee partially visible in the background. Image sources are https://www.metmuseum.org/art/collection/search/395807 for the engraving by Auguste Boucher Desnoyers and https://www.metmuseum.org/art/collection/search/441969 for the oil-painting by François Gérard respectively (both accessed 2018-12-14).
the training set. Further experiments are required to derive safe conclusions in that regard.

Additionally, the ‘shallow’ nature of the classification process is not capable of taking into consideration context knowledge. This leads to a number of misclassifications that could be regarded as false negatives if context knowledge was taken into consideration. For instance, in Figure 9.5, Farbteil, left hand side, an armchair was classified as a chair. While for the human observer an armchair is a special sub-category of chairs and this result would be regarded as being not incorrect, for the algorithm this result is considered as a misclassification. In a similar way, a bergère (an armchair with closed armrests) classified as a fauteuil (an armchair with open armrests) would be incorrect for the classifier (see Fig. 9.5, Farbteil, right hand side) while for a human it may be considered as sufficient.40

One way of overcoming this limitation is to actually take into account the knowledge represented in the ontology for the classification process, where these kinds of relationships are properly represented. Another approach could be using textual corpora in conjunction.41

Furthermore, it has to be taken into consideration that all classifiers that we use, apply some kind of scaling and transformation on the image to be classified. For instance, the frameworks when we started our experiments require a fixed resolution between 224 x 224 and 33 x 331 pixels while more recent frameworks can work with arbitrary resolutions up to 1024 x 1024, 1365 x 1365 and even 1987 x 1987. This however still results in smaller details getting lost in complex interior scenes, even if the quality and resolution of the image per se would be sufficient for a classification. This may account for a lot of misses of annotated features in an image. In particular with regard to research related to aesthetic features and stylistic correspondence and transformation, an extension of the methodology to account both for the image as a whole and for individual features will be required.

Computational Analysis of Interiors

As a research instrument the identification and classification of both, neoclassical artefacts and aesthetic features in an interior provides researchers with two fundamental capabilities: first a (partial) semantization of the depiction (semantic segmentation) and second with a quantification of these segmentations, either by frequency or by correlation. This enables the researcher to identify typicalities or statistical anomalies occurring in the image corpus. For the researchers, this means that they gain an additional level of abstraction, while at the same time

still being capable to transparently assess the observations in a qualitative way in the images themselves.

For instance, for a given larger corpus of visuals the method improves retrieval operations by being based on the actual semantic content of an image. Usual-
ly visuals are represented with relative sparse metadata probably supplemented by a textual description. The search can be improved by relying on additional extracted semantic information, e.g. in the case of Figure 9.4, Farbteil, this instrument could not only return a result upon a query for Talleyrand, but also when searching for fauteuil or bureau plat.

Additionally, images of interior spaces may be clustered by the presence and distribution of visual features belonging to specific classes. To provide but an example, images depicting particular types of rooms such as reception areas or bedrooms are likely to be clustered together. This process of clustering may correspond to different research interests.

For instance, a distribution of types of chair backs might inform about the ‘typicality’ of this particular construction feature, leading potentially to a long-tail-distribution indicating for more or less common types of chair backs in the set and the time span represented by this set for the given corpus. (This could be particularly useful when taken into account that for some regions such as the Baltics, Poland or the territories of the former German East, surviving specimen of furnishing in situ are relatively few and provenance information is often scarce, while the number of visual depictions is much broader and often comparably context-rich).

In the same vein, the choice of one or more aesthetic features, might inform researchers about trends in the desirability or fashionableness of this feature at a given time. The interpretation of these findings in turn obviously lies with the researcher.

In the artefact level the observation of changes in the presence and distribution of pieces of furniture over time may inform about the transformation of socio-economic conditions, social practices or aesthetic expectations towards interiors. For example, Percy Macquoid’s observation of the increase of the number of chairs in the late quarter of the eighteenth-century England pointing to the expansion of a consumer culture by the provision of more and inexpensively produced artefacts, could be visually confirmed by assessing the number of occurrences of this kind of artefacts in respective period images of middle class households. Totally unrelated, Charlotte Gere noted a discrepancy in the density of the furnishing in a series of depictions of the chamber of the Duchesse de Berry in the Tuileries from the end 1820s and later compared with the previous Napoleonic era. She attributed the presence of a large amount of seating furniture to a

43 Cf. above, footnote 36.
change in habits, with hosts expecting guests to interact more familiar and thus be seated instead of standing when attending a private or semi-private space.\textsuperscript{44}

The clustering of interior spaces by the presence and distribution of furniture may also lead to the establishment of prototypical rooms and study of their transformation over time. Obviously, the implication of what typicality or comparability actually means in a given research situation is entirely dependent on the choice of the corpus the classifier is confronted with and thus an integral part of the research question to be addressed.

Conclusion
The introduction of digital instruments in primarily qualitative disciplines is about to change how we conduct research. We presented our path towards a visual analysis of interiors using artificial intelligence and machine learning techniques specifically deep learning. We used convolutional neural networks to classify single object images and complex interior scenes. Our corpus stemmed from museums and collections as well period sources such as pattern and drawing books.

While the single object image classification could be described as extremely successful (leading up to a mean accuracy of 0.94), the complex interiors proofed far more challenging. We attributed this to two factors affecting the classification process: The composition of the corpus and the mediality, technique, degree of abstraction of the source material, the pretraining process as well as external factors such as licensing or collection practices.

The computational analysis of interiors holds great promise for the research process since regions in visuals – corresponding e.g. to artefacts – can be semantically identified and retrieved. This introduces a method for both exploratory as well as hypothesis driven research.

Such semantical segmentations can be quantified, either by frequency or by correlation. This enables the researcher to identify typicalities or statistical anomalies occurring in the image corpus. For the researchers, this means that they gain an additional level of abstraction, while at the same time still being capable to transparently assess the observations in a qualitative way in the images themselves.

The transformation of aesthetic features, for instance, might inform researchers about trends in the desirability or fashionableness of this feature at a given time, or the distribution of specific artefacts in particular settings may point to the change of socio-economic conditions, social practices or aesthetic expectations towards interiors.

As we have also shown this methodology can be further improved. An important challenge remains the inclusion of contextual knowledge to image ana-
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lysis. In particular, closing the semantic gap could help to cope with competing hypotheses about the nature of an artefact. For example, even for a human observer it is almost impossible to make a proper assessment if a closed *commode à vantaux* is indeed a *commode* or rather a *buffet bas*. Taking into account textual information would effectively resolve this situation. In a similar way the issue of misclassifications that relate to conceptual similarity will require combining more advanced algorithms with refined classification procedures, probably involving multiple classifiers as well as the *Neoclassica* ontology. A multimodal approach joining textual and visual data could open a new road towards a more effective way of solving these problems.
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