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Summary

Advances in digital technologies, such as cloud computing, electronic platforms, and artificial intelligence, enable the improvement of existing as well as the innovation of entirely new products and services in the sports industry. For example, over-the-top media services such as DAZN or Amazon's sports streaming initiative are digital technologies that promote a massive shift in the viewing habits of fans – away from traditional television broadcasting and towards tailored live and on-demand streaming sports consumption. However, while the digitalization of the sports industry is favorable in many cases, digital technologies present major challenges to the stakeholders of the sports industry in practice: first, they struggle to understand and unleash the full beneficial impact of digital technologies due to a lack of know-how and missing resources. Second, digital technologies facilitate the integration of new actors that provide the sports industry with novel resources, skills, and competences. As a result, the competitive dynamics are increased, and industry competition may be reshaped.

From an academic perspective, this ongoing digitalization of the sports industry provides unique opportunities to study digitalization-related phenomena that cannot be easily observed in other business contexts. In this vein, a research agenda for the Information Systems (IS) discipline on “why and how should we study sports digitalization” was proposed by Xiao et al. (2017, p. 3). The cumulative dissertation at hand, therefore, addresses both the abovementioned challenges from practice and the calls from researchers. To do so, it is comprised of five publications (I – V) that tackle problems derived from practice and demonstrate theoretical knowledge as well as practical guidance on how digital technologies can be applied beneficially in the sports industry.

Publication I examines the current state of research on digital technologies in the sports industry in the IS discipline through a concept-driven literature review. Based on these initial findings, Publication II applies data mining techniques and a sentiment analysis to investigate the impact of social media on athletes’ performances. In Publication III, state-of-the-art data mining and natural language processing techniques are applied to extract the wisdom of an online community of sports tipsters to improve sports betting returns. Publication IV investigates how sports organizations can use social media to enhance international fan engagement. Lastly, Publication V demonstrates how a web-based information technology (IT) tool supports sports organizations during the analysis and processing of cooperation requests.
Zusammenfassung


Introduction

Advances in digital technologies, such as cloud computing, electronic platforms, and artificial intelligence, enable the improvement of existing as well as the innovation of entirely new products and services in the sports industry (Gruettner, 2019; Ratten, 2017; Xiao et al., 2017). For example, over-the-top media services such as DAZN or Amazon's sports streaming initiative are digital technologies that promote a massive shift in the viewing habits of fans – away from traditional television broadcasting and towards tailored live and on-demand streaming sports consumption. However, while the digitalization of the sports industry is favorable in many cases (Aversa et al., 2018; Yang et al., 2012), digital technologies present major challenges to the stakeholders of the sports industry in practice (Gruettner, 2019; Xiao et al., 2017): first, they struggle to understand and unleash the full beneficial impact of digital technologies due to a lack of know-how and missing resources. Second, digital technologies facilitate the integration of new actors that provide the sports industry with novel resources, skills, and competences. As a result, the competitive dynamics are increased and industry competition may be reshaped (Porter & Heppelmann, 2014; Xiao et al., 2017).

From an academic perspective, this ongoing digitalization of the sports industry provides unique opportunities to study digitalization-related phenomena, “which cannot be easily observed in generic business contexts” (Xiao et al., 2017, p. 16). This is in line with Chiasson and Davidson (2005), who call for the consideration of industries in Information Systems (IS) research as institutional contexts by explaining how structures of certain industries, including schemas, rules, norms, and routines, become entrenched as authoritative guidelines. In this vein, Xiao et al. (2017) proposed a research agenda for the IS discipline on “why and how should we study sports digitalization” (p. 3). The reasons why we should investigate the sports industry are based on its manifold special characteristics from which other industries and phenomena can learn and be guided. These characteristics are the complexities embedded in the organizational activities, the heterogeneity of stakeholder groups, the nature of the product consumed, the specific consumers, and the enormous economic, political, and social impact (Gruettner, 2019). The cumulative dissertation at hand addresses both the abovementioned challenges and calls and is comprised of five publications (I – V) that demonstrate theoretical and empirical knowledge on how digital technologies can be applied beneficially in the sports industry.
Digital technologies have been characterized in several ways in the literature. These definitions have in common that they are equipped with an ambivalent ontology (Kallinikos et al., 2013). Digital technologies exist as digital tools and infrastructure, digital platforms, or artifacts with digitized components, applications, or media content (Nambisan et al., 2017; von Briel et al., 2018). They are re-combinable, editable, and distributable (Yoo et al., 2010) – characteristics that allow them to evolve their identity over time (Jarvenpaa & Standaert, 2018; Lehmann & Recker, 2019). Fields of application of digital technologies in the sports industry – defined as the market in which the “products offered to its buyers are sport related and may be goods, services, people, places, or ideas” (Pitts & Stotlar, 2002, p. 4) – are, among many others, analytics solutions to improve the performance of athletes, digital platforms to interact with fans, or pricing predictions for ticket sales (Gruettner, 2019).

The initially conducted literature review on “What We Know and What We Do Not Know About Digital Technologies in the Sports Industry” of this dissertation (Publication I), on the one hand, demonstrates four groups of benefits that can be achieved by the application of digital technologies for the stakeholders of the sports industry. These benefits are (1) improved knowledge processing and creation, (2) process automation, (3) information exchange and digital interaction, and (4) performance improvements through data analytics solutions. On the other hand, the literature review also points out that researchers have treated the sports industry as “just another” type of industry rather than a unique context with its own manifold special characteristics that call for special attention. As a consequence, guidelines for sports practitioners from research on how digital technologies can be applied in the sports industry to achieve the aforementioned benefits are scarce (Gruettner, 2019; Xiao et al., 2017). Publication II to V, therefore, address four problems derived from practice and illustrate how digital technologies can be applied in the sports industry to achieve desired benefits.

Digital technologies and their benefits can be observed and studied on different levels of analysis (Davern & Kauffman, 2000; Gruettner, 2019; Xiao et al., 2017). Example levels of analysis that benefit from the application of digital technologies include individual users, teams and work groups, business processes, firms, and even entire industries. In this dissertation, three levels of analysis in the sports industry are differentiated: (1) an individual level, (2) an internal level, and (3) an external level (Gruettner, 2019). At the individual level, athletes and sports teams benefit from digital technologies. At the internal level, the sports organizations themselves benefit from digital technologies, for instance, their management team, coaching staff, and other
support staff (e.g., doctors and statisticians). The external level includes people, groups, and entities that interact with stakeholders from the individual and internal level in the creation of shared benefits. They are not directly involved in the practice of sports. External stakeholders are, for instance, professional sports leagues, sports federations, sports fans, technology vendors, media companies, player agents, sponsors, and investors.

The five publications included in this dissertation analyze selected digital technologies and their accompanied benefits in the sports industry through different theoretical lenses and on different levels of analysis that are described as follows. Publication I examines the current state of research on digital technologies in the sports industry in the IS discipline through a concept-driven literature review. Based on these initial findings, Publication II applies data mining techniques and a sentiment analysis to investigate the impact of social media on athletes’ performances. The results are especially relevant for coaches and team managers at the internal level that can identify athletes who use social media excessively. In Publication III, state-of-the-art data mining and natural language processing techniques are applied to extract the wisdom of an online community of sports tipsters to improve sports betting returns. The results of this publication support bookmakers and tipsters at the external level to either protect them from losses or to improve their betting returns. Publication IV investigates how sports organizations (i.e., at the internal level) can use social media to enhance international fan engagement. Lastly, Publication V demonstrates how a web-based information technology (IT) tool supports sports organizations during the analysis and processing of cooperation requests (i.e., at the internal level). Figure 1 illustrates publications I – V in the chronological order of their development.

The findings of each publication contribute in facets to our understanding of how digital technologies can be applied beneficially in the sports industry. Therefore, the dissertation at hand assists researchers and sports practitioners alike and sets the stage for further efforts that investigate applications of digital technologies in the sports industry. Future research should, for instance, inspire and guide sports practitioners to create novel products and services enabled through shared digital technologies in the sports industry. Novel products and services can only be achieved by comprehensively exchanging the gained digital capabilities through digital technologies. For instance, mixed reality smart glass manufacturers such as Google and its HoloLens can partner with TV providers to enhance fans’ television experiences and change the way sports are consumed in the future.
Publications I – V, including abstracts as well as general information (authors and publication outlet and status), are presented and summarized on the following pages.

**Figure 1**

Illustration of Publications I – V in the Chronological Order of Their Development
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**Publication I**

*What We Know and What We Do Not Know*

*About Digital Technologies in the Sports Industry*

**Abstract**

Recent advances in digital technologies (DTs) have transformed various aspects of how the sports industry operates and competes. Common applications of DTs on- and off-site the field of play include, for example, analytics solutions to improve players’ performance, pricing predictions for ticket sales, or digital platforms to interact with fans. DTs further facilitate shared digital capabilities, thereby allowing for the integration of new stakeholders and thus giving rise to new digital ecosystems in the sports industry. However, Information Systems’ (IS) research on DTs in the sports industry is still nascent. Hence, the role of DTs for the sports industry is not entirely
understood. Therefore, we analyze how DTs shape the sports industry based on a concept-driven literature review. The analysis of 16 publications yields four groups of benefits that can be achieved by the usage of DTs for the stakeholders embedded in the digital ecosystem of the sports industry.

Author(s)
Arne Grüttner

Publication Outlet and Status

Publication II

The New Window to Athlete’s Soul –
What Social Media Tells Us About Athletes’ Performances

Abstract
Professional sports has evolved from a game to an organization that has been codified, strategized, and commercialized. One factor that is shaping the sports industry is the pervasiveness of social media. On the one hand, social media is used as a powerful medium for distributing and getting news, engaging in topical discussions, and empowering brands. On the other hand, social media has become a crucial mouthpiece for athletes to interact with peers, share opinions, thoughts, and feelings. However, millions of followers, tweets, and likes later, researchers, practitioners, and athletes alike ask whether social media has an impact on an athlete’s performance. We conducted a social media usage and a sentiment analysis of 124,341 Twitter tweets extracted from 31 tennis athletes. We linked these data to 8,095 corresponding match day performances. The results show that high social media usage has a significant negative impact on athletes’ performance.

Author(s)
Arne Grüttner, Min Vitisvorakarn, Thiemo Wambsganss, Roman Rietsche, and Andrea Back

Publication Outlet and Status
Published in the Proceedings of the 53rd Hawaii International Conference on System Sciences (HICSS), 2020. [VHB-JOURQUAL3: C-ranked]
Publication III

From Data to Dollar –

Using the Wisdom of an Online Tipster Community to

Improve Sports Betting Returns

Abstract

With thousands of (online) bookmakers accepting wagers on sporting events, sports betting has become a billion-dollar business worldwide. Therefore, researchers and practitioners have gathered interest in investigating the “wisdom-of-crowds” effect in online tipster communities to predict the outcomes of sports events. We extracted 1,534,041 tips of 3,484 tipsters from Blogabet.com and used this user-generated content to investigate whether there is wisdom in online tipster communities that can be used to improve betting returns. We applied state-of-the-art data mining and natural language processing techniques and tested our hypotheses using quantitative research methods. Our results demonstrate that there is indeed wisdom in such online tipster communities that can improve sports betting returns. Tipsters won 3.29% more tips than the implied win probability set by bookmakers and produced averaged yields of 3.97%. We further identified four characteristics that are significant indicators for smarter sub-crowds within the overall crowd of an online tipster community.

Author(s)

Arne Grüttner, Thiemo Wambsganss, and Andrea Back

Publication Outlet and Status

Publication IV

Going Global:

*Enhancing International Social Media Fan Engagement – Evidence from the German Bundesliga*

**Abstract**

The unbreakable boundary between the physical and online world in sports is getting blurry. In turn, the glamour of sports moves to a global digital spotlight. Sports organizations try to seize this opportunity to digitally attract international fans by utilizing social media. However, they currently lack an understanding of the sports content drivers to enhance fan engagement and how to interact with international fans due to cross-cultural effects. We build upon consumer engagement theory and link sports organizations’ brand attributes with the concept of visual emotional and informational appeals. Our experiment demonstrated: it is crucial for sports organizations to understand how to adjust visual appeals to maximize content effectiveness, as our analyses yielded evidence that emotional appeals have a significant positive effect on fan engagement. Furthermore, the results showed that the relationship between sports content, visual appeals, and fan engagement is significantly moderated by cross-cultural and media type effects.

**Author(s)**

Arne Grüttner, Laurenz O. H. Haferbeck, Roman Rietsche, and Andrea Back
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Publication V [German]

*Konfrontiert mit einer Flut von Kooperationsanfragen:*

*So meistern Sportorganisationen die systematische Analyse und Bearbeitung*

**Abstract**

Die zunehmende Digitalisierung und tiefgreifende Kommerzialisierung der Sportindustrie hat dazu geführt, dass viele Sportorganisationen zu nationalen und globalen Marken mit enormer Reichweite und Popularität geworden sind. Als Folge erhalten Sportorganisationen eine Vielzahl von Kooperationsanfragen (z.B. von Start-

**Author(s)**
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Published in Wirtschaftsinformatik & Management – Issue on: "IT und Sport", 2020. [Practitioner magazine]
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Publication I

What We Know and What We Do Not Know
About Digital Technologies in the Sports Industry

Author(s)
Arne Grüttner

Abstract

Recent advances in digital technologies (DTs) have transformed various aspects of how the sports industry operates and competes. Common applications of DTs on- and off-site the field of play include, for example, analytics solutions to improve players’ performance, pricing predictions for ticket sales, or digital platforms to interact with fans. DTs further facilitate shared digital capabilities, thereby allowing for the integration of new stakeholders and thus giving rise to new digital ecosystems in the sports industry. However, Information Systems’ (IS) research on DTs in the sports industry is still nascent. Hence, the role of DTs for the sports industry is not entirely understood. Therefore, we analyze how DTs shape the sports industry based on a concept-driven literature review. The analysis of 16 publications yields four groups of benefits that can be achieved by the usage of DTs for the stakeholders embedded in the digital ecosystem of the sports industry.

Keywords: digital ecosystem; digital technology; literature review; sports digitalization; sports industry

Introduction

In recent years, sports has evolved from an activity of game to an activity of organization that has been codified, strategized, professionalized, and commercialized (Davenport, 2014; Xiao et al., 2017). With an estimated total market value of over 500 billion dollars, ranking as one of the top business markets globally, the sports industry has a huge economic as well as social impact (PricewaterhouseCoopers [PwC], 2018). One major development shaping the sports industry is widespread digitalization. Digital technologies (DTs) such as cloud computing, electronic platforms, and artificial intelligence have transformed various aspects of how the sports industry operates and competes (Davenport, 2014; Xiao et al., 2017). Common applications of DTs on- and off-site the field of play include, for example, analytics solutions to improve players’ performance (e.g., Cordes and Olfman (2016)), pricing predictions for ticket sales (e.g., Mignerat and Audebrand (2010)), or digital platforms to interact with sports consumers, so-called fans, more closely (e.g., Wulf et al. (2015)).

DTs enable the convergence of heterogeneous knowledge and information into new products and services (e.g., 3D printing, data analytics, or mobile computing) (Nambisan et al., 2017). DTs further facilitate shared digital capabilities that can either be independently customized for a company’s own ecosystem or foster simultaneous use by multiple companies (Tan et al., 2017), thereby allowing for the integration of
new stakeholders and thus giving rise to new digital ecosystems that operate on shared DTs (Senyo et al., 2019). The partnership of the National Football League (NFL) and the Chinese Internet giant Alibaba is a prominent example of a digital ecosystem in the sports industry that is only made possible by the rise of DTs. More precisely, the NFL and Alibaba share their digital capabilities to broadcast NFL games, not only on traditional broadcasters in the U.S. but also live on a digital platform in Asia (Forbes, 2019). However, traditional stakeholders of the sports industry invest in DTs to continue digitalizing their digital ecosystems. These stakeholders face challenges such as large investments, entry barriers, and missing know-how due to high-levels of complexity, which are embedded in the sports industry (Davenport, 2014; Xiao et al., 2017). For instance, new actors, such as data providers and livestreaming services, are becoming critical constituents of a new digital ecosystem providing the sports industry with new resources, skills, and competences. Guidelines from the Information Systems (IS) research are scarce because researchers have not investigated how new DTs and the entrance of new actors change the ecosystem dynamics (Senyo et al., 2019; Xiao et al., 2017). Hence, IS research lacks an analysis of the role of DTs in the specific context of the sports industry. Therefore, we aim to answer the following research question (RQ):

RQ: Which role do DTs play for the digitalization of the sports industry?

To answer this question, we conduct a systematic concept-driven literature review that provides an overview of how IS researchers put DTs into perspective in the sports industry. We analyze DTs’ role for the sports industry by identifying the benefits that stem from their usage. To provide explanations how DTs can be beneficially leveraged among the stakeholders of the sports industry to enable shared digital capabilities for researches and practitioners alike, we establish logical links from the various stakeholders embedded in the digital ecosystem to DTs’ role.

This paper is structured as follows: In the next section, we introduce sports digitalization as an academic discipline in IS research and provide an understanding of the digital ecosystem of the sports industry. We describe our research approach in Section 3. In Section 4, we present the findings covering the role of DTs for the sports industry. We then discuss our findings and avenues for future research as well as limitations of our study in Section 5. Finally, we conclude our paper in Section 6.
Theoretical Background and Related Work

Sports Digitalization as an Academic Discipline

There is no consensus on how sports should be defined in academia. A common definition typically entails characteristics of competitiveness, a ‘non-hostility’ nature, physicality (no matter to what extent), and also conformance of predefined rules (Wright, 2009). Following the work by Loy (1968), sports is also an organizing activity driven by institutional logics. We further define the sports industry as the market in which the products offered to its buyers are sports-related and may be activities, goods, services, people, places, or ideas (Pitts et al., 1994). While DTs in the sports industry are pervasive in practice, little academic research has been conducted on DTs in the sports industry in the IS discipline (Shah et al., 2015; Tan et al., 2017; Xiao et al., 2017). However, the massive transformation of the sports industry, triggered by digitalization, the growing public interest, and the large market potential associated with it, recently led to a surge in the level of scholarly interest in IS. Therefore, an IS community around sports has been established.

One of the most decisive articles for studying the sports industry in the IS discipline was published by Xiao et al. (2017). In their completed research article, Xiao et al. (2017) provide an understanding of “why and how should we study sports digitalization in the IS discipline?” (p. 3). We share the opinion of the authors that the sports industry, as a unique context with distinctive characteristics, calls for special attention rather than being treated as just another type of industry. The reasons for the uniqueness of the sports industry are manifold:

- the complexity embedded in the organizational activities – e.g., the structure of sports organizations as non-profit organizations and their competitive and secretive nature (Xiao et al., 2017);
- the heterogeneity of stakeholder groups – e.g., the different working methods and mindsets of traditional stakeholders, such as sports associations, and new stakeholders, such as data providers (Babiak & Wolfe, 2009; Tan et al., 2017);
- the nature of the product consumed – e.g., sports is a rather an intangible than a tangible product;
- the specific consumers – e.g., fans are mainly driven by emotions such as passion and social values rather than by rational evaluations (Babiak & Wolfe, 2009);
• and the enormous economic, political, and social impact – e.g., not only fans, sponsors, or investors spend their time and money in the sports industry, but governments also push into it to use the radiance of sports as a political instrument that demonstrates power and influence.

In sum, although the use of DTs is salient in the sports industry, IS research has not yet paid extensive attention to it. We argue that dismissing the sports industry as just another empirical context will translate to missed opportunities for comprehending an IT-driven phenomenon that might display interesting dynamics due to the uniqueness of the context at a theoretical level. This is in line with Chiasson and Davidson (2005), who call for the consideration of industries in IS research as institutional contexts by explaining how structures of certain industries, including schemas, rules, norms, and routines, become entrenched.

**Digital Ecosystem of the Sports Industry**

A digital ecosystem is a collaborative environment made up of different entities that co-create value through information and communication technologies. In a digital ecosystem, companies work cooperatively and competitively to support new products, satisfy customer needs, and eventually incorporate innovations (Senyo et al., 2019). There is no well-founded and uniform description of the digital ecosystem of the sports industry described in literature (Holland, 2015; Xiao et al., 2017). Therefore, based on related work and prior studies on the business value of DTs, we developed a conceptual framework that helps to understand the composition of the digital ecosystem of the sports industry. The framework distinguishes between three types of stakeholders embedded in the sports industry, in accordance with Bower and Christensen's (1995) disruptive innovation theory: (1) traditional stakeholders who have been in the industry for a long time, (2) new stakeholders, such as innovators and disruptors (e.g., Information Technology (IT) stakeholders that provide the sports industry with new resources, skills, and competences), and (3) repressed stakeholders that fear to be replaced by the new stakeholders entering the industry. This framework is depicted in Figure 1 and explained as follows.

On the one hand, according to Davern and Kauffman (2000), the potential value of DTs can be observed at several levels of analysis, at which flows of DTs value become discernible for the investing firm (i.e., from micro to macro level). Examples of different levels of analysis where value can accrue (directly or as consumers of the output) include individual users, teams and work groups, business processes, firm level, and even
industry level. For the purpose of this study, we differentiate between three levels of analysis in the sports industry, based on the article by Caya and Bourdon (2016): (1) an individual level, (2) an internal level, and (3) an external level. At the individual level, we find athletes and teams who benefit from the application of DTs. The internal level of analysis consists of stakeholders within a sports organization. For instance, their management team, coaching staff, and other support staff, such as doctors and statisticians. External level stakeholders are people, groups, and entities that are not directly concerned with the transformation of potential value into realized value creation of a sports organization. Stakeholders at this level interact with stakeholders of the individual and internal level in the creation of shared value. External stakeholders are, for instance, professional sports leagues, sports federations, sports fans, technology vendors, media companies, player agents, sponsors, and investors.

On the other hand, the framework divides the digital ecosystem of the sports industry into four spheres with regard to the institutional activities of sports, which are described in Loy (1968): (1) the organizational sphere, (2) the technical sphere, (3) the symbolic sphere, and (4) the educational sphere. The organizational sphere describes the organizational aspects of the sports industry in terms of teams, sponsorship, and government. Activities in this sphere deal with the administration of sports and the pursuit of both business outcomes and sports outcomes. Therefore, organizational activities not only encompass activities in direct relation to sports production, but they also include business activities that ensure targeted outcomes (e.g., customer satisfaction and revenue). The technical sphere describes “the material equipment, physical skills, and body of knowledge which are necessary for the conduct of competition and potentially available for technical improvements in competition” (Loy, 1968, p. 8). Activities in this sphere, for example, include skills and knowledge possessed by coaches to enhance the technical equipment. The symbolic sphere of sports includes elements of secrecy, display, and ritual. Sports consumers are a major part of the symbolic sphere of sports, both as observers and as participants, depending on their roles and level of engagement. Finally, the educational sphere of sports deals with the activities of acquiring the above-mentioned skills and knowledge of the technical sphere, thus focusing on those activities related to the transmission of skills and knowledge.

Indeed, the stakeholder levels and institutional activity spheres are closely related to each other and sometimes overlap. These overlaps reflect the high levels of complexity contained in the digital ecosystem of the sports industry.
Research Method

Literature Review

Research lacks a comprehensive overview that synthesizes the role DTs play in the context of the sports industry. Therefore, we performed a concept-driven literature review, relying on an adjusted five-phase identification and selection process that was originally derived by vom Brocke et al. (2009).

According to vom Brocke et al. (2009), journals are selected in the first phase. It is recommended to focus on articles published in scholarly journals or at renowned conferences as these articles are usually peer-reviewed before publication (Rowley & Slack, 2004; Webster & Watson, 2002). Due to those recommendations, only articles stemming from the Senior Scholars' Basket of Journals or articles published at one of the conferences organized by the Association for Information Systems (AIS) (i.e., AMCIS, ECIS, HICSS, ICIS, PACIS) are chosen for further analysis. In the second phase of the data collection process, we selected databases for examination. This study only includes databases related to the IS discipline: ACM Digital Library (ACM), AIS Electronic Library (AISeL), IEEEEXplore, and ProQuest. The third phase requires the construction of a search query that includes search phrases and is executed on the databases chosen in the second phase. It is commonly recommended to use a set of
search phrases that are as precise as possible to exclude results covering topics or research questions that do not contribute to the research issue (Rowley & Slack, 2004). Thus, potentially relevant articles have to match the following search phrases for title, abstract, or keywords: (baseball; basketball; e-sport*; football; soccer; sport*) AND (analytics; digitalisation; digitalization; “information technology”).

The first search phrase for the search query includes the combination of different expressions of sports, such as short form, singular and plural expressions as well as expressions for major sports disciplines. The sports disciplines are added because articles deemed to be relevant for this study are missing when using only expressions for sports. The second search phrase connected to the first search phrase by an AND operator contains expressions related to digitalization and IT. The combination of both search phrases ensures that relevant articles are found, and the application examines the role of DTs for the sports industry.

The above-mentioned search phrases are each transformed to the specific syntaxes of the literature databases. The search resulted in a total of 901 articles (the numbers are as of 21 September 2018). These articles’ full texts are assessed with regard to the include and exclude criteria (see, Figure 2). After applying the include/exclude criteria, 10 relevant articles remained. In the fifth phase, the 10 remaining articles from the fourth phase are accumulated by identifying further relevant studies using the approach, as suggested by Webster and Watson (2002), of searching forward and backward. The Web of Science, as recommended by Webster and Watson (2002), is used to search forward. Additionally, Google Scholar is used, since researchers’ experience showed that Google Scholar provides a more comprehensive impression on the actual number of citations. These articles are evaluated using the method described in the fourth phase and if identified as relevant, they are added to the pool of results. This search reveals another six relevant articles. The literature review process is finished after one-step of forward and backward search of the initially identified 10 articles. As a result, we identified 16 articles in total. Figure 2 summarizes the results of the literature review process. For further analysis, a concept matrix is used, which is explained in Section 4.
Data Analysis

We aim to analyze DTs’ role in the sports industry, which stakeholders benefit from the implementation of DTs, and how DTs can be beneficially leveraged among them to create shared digital capabilities. Therefore, to enable a comparison between the identified articles and to find patterns in the application of DTs, we analyzed our identified articles by five consecutive steps, which are described in the following.

First, we performed a qualitative content analysis of the articles and coded the context of the study including the DTs described, the type of sports (if mentioned), whether the article comprises empirical data, and the place of publication. Second, to identify practical applications of DTs in the sports industry only, we excluded the articles that have no empirical context from our sample for further analysis. As a result, the sample size was reduced to 12 articles. Third, in these 12 articles, we collected information about the mentioned stakeholder levels, the institutional activity spheres affected by the DTs, and whether the DTs have a supportive, enabling, or replacing role in the context of the article. Fourth, we developed a concept matrix that is based on the findings of the previous steps. This concept matrix is used to find patterns in the application of DTs to show which role DTs play in the context of the sports industry. The applied approach is to analyze DTs usage based on written case material. Specifically, we analyze which stakeholder levels have initiated the implementation of the DTs described in the article, the institutional activity spheres affected by the implementation, and DTs’ role (as classified below). Following the logic of gradually decomposing complex concepts to make them more easily accessible, these impacts, altogether, form a cause-and-effect structure. By coding the impacts evident in the case material, the role of DTs is

---

**Figure 2**

*Overview of Literature Selection Process*

<table>
<thead>
<tr>
<th>Include Criteria</th>
<th>Exclude Criteria</th>
<th>Filtered Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Article stems from Senior Scholars' Basket of Journals or one of the AIS conferences</td>
<td>Article is a duplicate</td>
<td>17</td>
</tr>
<tr>
<td>Article stems from Senior Scholars' Basket of Journals or one of the AIS conferences</td>
<td>Article does not stem from Senior Scholars' Basket of Journals or one of the AIS conferences</td>
<td>872</td>
</tr>
<tr>
<td>Article has a clear focus on DTs used in the context of the professional sports industry</td>
<td>Article does not focus on DTs used in the context of the professional sports industry</td>
<td>2</td>
</tr>
</tbody>
</table>
investigated and structured to build logic links between the stakeholder levels and DTs’ role via each institutional activity sphere. We then counted the occurrences of each logical link found in the concept matrix to identify patterns in the application of DTs. These patterns may help us gain an understanding of how DTs can be beneficially leveraged among stakeholders in the sports industry to gain shared digital capabilities.

As a last step, we used the identified logical links and collected information about the mentioned benefits of the DT described in the articles and merged similar benefits into groups. The benefits were clustered into benefit groups if they were logically related to the same subject. We followed the theoretical approach of clustering proposed by Jankowicz (2003).

**Results**

**Overview of Selected Articles**

Table 1 provides an overview of the 16 articles identified. There is no article which stems from one of the journals included in the Senior Scholars' Basket of Journals. All identified articles stem from one of the AIS conferences, which underlines the high degree of topicality, as conferences have shorter review cycles than journals. 12 articles have an empirical context. The other four articles either develop conceptual frameworks for the usage of DTs (e.g., Wilkerson and Gupta (2016)) or provide an overview and a research agenda for sports digitalization (e.g., Xiao et al. (2017)). The remaining 12 articles rely on empirical evidence in their analyses, differ in context, and cover a broad variety of topics, although eight out of the 12 articles deal with data analytics solutions. In these articles, various applications of DTs in the sports industry are discussed. For example, ranging from algorithms to predict players’ performance (e.g., Cordes and Olfman (2016)) through the development of a practice-based research network system to gain a better understanding of sports-related injuries (e.g., Lam et al. (2016)) to an analytics dashboard for improving decision-making in ocean race sailing (e.g., van Hillegersberg et al. (2017)).
Table 1

Overview of Identified Articles

<table>
<thead>
<tr>
<th>Article</th>
<th>Context of the Article</th>
<th>Empirical</th>
<th>Published</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caya and Bourdon (2016)</td>
<td>Development of a conceptual framework that identifies value creation from business intelligence use in competitive sports.</td>
<td>No</td>
<td>HICSS</td>
</tr>
<tr>
<td>Cordes and Olfinan (2016)</td>
<td>Design science research approach to predict athletic performance with a genetic algorithm in football.</td>
<td>Yes</td>
<td>AMCIS</td>
</tr>
<tr>
<td>Fohrholz and Glaschke (2016)</td>
<td>Capacity and pricing predictions of coach vendors including a case study about the European Soccer Championship 2016.</td>
<td>Yes</td>
<td>HICSS</td>
</tr>
<tr>
<td>Holland (2015)</td>
<td>Teaching case that investigates the impact of the Internet and social media on the sports market to develop a strategy for sports clubs.</td>
<td>Yes</td>
<td>ECIS</td>
</tr>
<tr>
<td>Lam et al. (2016)</td>
<td>Development of a practice-based research network system to gain a better understanding of sports-related injuries.</td>
<td>Yes</td>
<td>AMCIS</td>
</tr>
<tr>
<td>Loucopoulos and Kavakli (2016)</td>
<td>Research on enterprise capability modelling challenges to address dynamic requirements using a sports event as an example.</td>
<td>No</td>
<td>AMCIS</td>
</tr>
<tr>
<td>Mignerat and Audebrand (2010)</td>
<td>Investigation of the roles and actions of institutional entrepreneurs in the selection and implementation of IT for sporting events.</td>
<td>Yes</td>
<td>ICIS</td>
</tr>
<tr>
<td>Morgan and Ravindran (2017)</td>
<td>Teaching case that describes the use of business analytics to target baseball-free agents.</td>
<td>Yes</td>
<td>AMCIS</td>
</tr>
<tr>
<td>Shah et al. (2015)</td>
<td>Development of an analytics platform for professional sports teams (i.e., soccer) using a design science research methodology.</td>
<td>Yes</td>
<td>ICIS</td>
</tr>
<tr>
<td>Tan et al. (2017)</td>
<td>Case study to assess the differences between IT-enabled capabilities in sports (i.e., FC Bayern Munich) and traditional businesses.</td>
<td>Yes</td>
<td>AMCIS</td>
</tr>
<tr>
<td>van Hillegersberg et al. (2017)</td>
<td>Development of an analytics dashboard for improving decision-making in ocean race sailing.</td>
<td>Yes</td>
<td>AMCIS</td>
</tr>
<tr>
<td>Wilkerson and Gupta (2016)</td>
<td>Development of a framework that uses analytics to improve sports injuries prevention.</td>
<td>No</td>
<td>AMCIS</td>
</tr>
<tr>
<td>Wulf et al. (2015)</td>
<td>Teaching case that illustrates how value can be generated by social media using the example of a soccer club (i.e., FC Bayern Munich).</td>
<td>Yes</td>
<td>ECIS</td>
</tr>
<tr>
<td>Xiao et al. (2017)</td>
<td>Overview and research agenda of sports digitalization in the IS academic literature stream.</td>
<td>No</td>
<td>ICIS</td>
</tr>
<tr>
<td>Xu and Yu (2015)</td>
<td>Case study that uses sentiment analysis to detect players’ pre-game moods (i.e., basketball) to predict their on-court performance.</td>
<td>Yes</td>
<td>HICSS</td>
</tr>
</tbody>
</table>

Linkage between Stakeholder Level, Institutional Activity Sphere, and Role of Digital Technology

To improve clarity about the role of DTs for the sports industry and to understand which benefits yield from the use of DTs, it is analyzed how DTs achieve their role via each stakeholder level and institutional activity sphere (see, Table 2). Therefore, we excluded the articles that have no empirical context from our sample. As a result, the sample size
is reduced to 12 articles at this stage. The articles are analyzed by searching for logical connections between the role of the DTs described in the article and the involved stakeholder levels via an institutional activity sphere. The role of DTs described in the articles is divided into an enabling, a supporting, and a replacing role. The enabling role describes DTs that create new organizational capabilities. The supporting role includes the DTs that support and simplify existing organizational capabilities. The replacing role is defined as DTs that replace existing capabilities such as the automation of manually performed activities.

While examining the connection between the involved stakeholder level, the affected institutional activity sphere, and the role of the DTs, the data gathered shows that the linkage between the internal stakeholder level, the technical activity sphere, and the enabling role of the DTs in use is one of four dominant linkages. Additionally, the internal stakeholder level, the organizational sphere, and the enabling role form another link. These connections are followed by the linkage between the internal level stakeholder, the symbolic activity sphere, and the enabling role. The last observed pattern is the linkage between the internal stakeholder level, the educational sphere, and the enabling role of DTs. The detailed results of the observed patterns are explained in the following subsections.

Table 2

*Mapping of Stakeholder Level, Institutional Activity Sphere, and Role of Digital Technology*

<table>
<thead>
<tr>
<th>Article</th>
<th>Stakeholder Level</th>
<th>Institutional Activity Sphere</th>
<th>Role of DT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Individual</td>
<td>Internal</td>
<td>External</td>
</tr>
<tr>
<td>Cordes and Olfman (2016)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Fohrholz and Glaschke (2016)</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Hanisch and Hanisch (2007)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Holland (2015)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Lam et al. (2016)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Mignerat and Audebrand (2010)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Morgan and Ravindran (2017)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Shah et al. (2015)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Tan et al. (2017)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>van Hillegersberg et al. (2017)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Wulf et al. (2015)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Xu and Yu (2015)</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>
Internal Stakeholder Level, Technical Activity Sphere, and Enabling Role of Digital Technology

Table 2 shows that seven articles build a linkage between the internal stakeholder level, the technical activity sphere, and the enabling role of the DTs described. The high number of occurrences emphasizes that many DTs described in the IS literature are implemented around the technical activity sphere in the sports industry. In general, while the technical sphere is closely related to the organizational sphere, DTs at this linkage enable an improved knowledge processing and in turn facilitate knowledge creation. For instance, some authors describe the development and implementation of injury tracking systems to gain a better understanding of sports-related injuries in professional sports (e.g., Hanisch and Hanisch (2007) or Lam et al. (2016)). Other authors develop algorithms to understand and predict players’ performances (e.g., Cordes and Olfman (2016) or Xu and Yu (2015)).

Internal Stakeholder Level, Organizational Activity Sphere, and Enabling Role of Digital Technology

Additionally, five out of 12 articles establish a connection between the internal stakeholder level, the organizational activity sphere, and the enabling role of the DTs. In contrast to the linkage described in the aforementioned section, DTs at this linkage are used to ensure both sports outcomes and business outcomes (e.g., customer satisfaction or revenue). More specifically, DTs allow process automation, thereby supporting and replacing existing workflows and administrative processes. For example, Mignerat and Audebrand (2010) investigate the role of e-ticketing technologies, which replace paper-based tickets. Likewise, Morgan and Ravindran (2017) focus on business analytics to propose recommendations to target baseball players, which was a manually performed task in the past.

Internal Stakeholder Level, Symbolic Activity Sphere, and Enabling Role of Digital Technology

According to the analyzed articles, authors draw a linkage between the internal stakeholder level, the symbolic activity sphere, and the enabling role of the DTs in use. DTs at this linkage facilitate information exchange and digital interaction (Holland, 2015; Tan et al., 2017; Wulf et al., 2015). Information exchange and digital interaction are especially important in the sports industry, where many fans live outside the actual place of the venue, in remote areas. DTs close this distance gap and, for example, enable
sports organizations to transmit information as well as emotions digitally. As a result, the individual player, the team, and sports organizations can be brought closer to the fans (Tan et al., 2017). In consequence, DTs at this linkage foster a better fan accessibility and a closer relationship building. Three of the identified articles draw this linkage.

**Internal Stakeholder Level, Educational Activity Sphere, and Enabling Role of Digital Technology**

The analysis shows that three out of 12 articles denote a linkage between the internal stakeholder level, the educational activity sphere, and the enabling role of the DTs. At this linkage, the DTs described in the IS literature are data analytics solutions for tactical information, performance data, and physical actions that are turned into sports accomplishments on the field of play. For instance, DTs enable the collection of large amounts of performance data. This data is then analyzed in real-time by advanced data analytics techniques and displayed in dashboards or on platforms to gain valuable insights for coaches before and in real-time during the game (Shah et al., 2015; Tan et al., 2017). In sum, the benefits of DTs at this linkage ensure (real-time) performance monitoring and in turn performance improvements.

**Discussion, Future Research, and Limitations**

To elucidate how DTs shape the digital ecosystem of the sports industry, we identified logical links that disclose the interrelation between the various stakeholder levels embedded in the digital ecosystem of the sports industry, the four institutional activity spheres of sports, and the different roles DTs can play. By investigating these links, four patterns emerged that yield to benefit groups. The major benefits are an improved knowledge processing and creation, an enhanced process automation, digital information exchange and a closer digital interaction, and (real-time) performance monitoring and in turn, performance improvements. However, the results of the analysis also show that the majority of the gained digital capabilities only benefit the stakeholders that have initiated to implement the DTs and are not shared with other stakeholders. As a result, potentials for the creation of shared digital capabilities are missed. Therefore, to truly unlock the innovative strengths of DTs in order to create shared digital capabilities – that is, capabilities that emerge from the collaboration and exchange of the acquired resources and gained digital capabilities – stakeholders of the sports industry need to cooperate more closely.
From an academic perspective, our work provides important insights into the applications of DTs in the emerging literature stream of sports digitalization in IS research. First, we proposed a conceptual framework that helps to understand the stakeholder composition and the digital ecosystem of the sports industry. Future research should focus on an identification of new stakeholders to investigate how these stakeholders further shape the digital ecosystem of the sports industry. Such research would extend our understanding of how the entrance of new stakeholders change the ecosystem dynamics. Second, we analyzed currently scarce IS research on DTs in the sports industry, linked our findings with the existing literature stream of institutional sports, and identified desired benefits in the use of DTs. As a result, we provided a unique contribution to an upcoming literature stream that will be highly relevant in the near future. More precisely, our applied mapping can be used in future research to classify and identify further benefits of DTs in the sports industry. Third, our research model comprises relevant constructs – stakeholder levels, the institutional activity spheres of sports, the roles that DTs can play, and logical links – that explain how DTs can beneficially be leveraged to constitute shared digital capabilities. In a next step, our research model can be applied in an empirical setting (such as a case study) to generate a more in-depth understanding of the role of digital technologies in the sports industry. Likewise, our research model can be extended by specific design and engineering requirements to establish an integrated framework for the implementation of DTs within the digital ecosystem of the sports industry. Lastly, given that our investigation has showed that there is no article published in the Senior Scholars' Basket of Journals, we call for more articles focusing on the sports industry in scholarly journals.

From a practical perspective, our research allows us to determine which DTs practitioners should focus on to achieve desired benefits. Hence, our results are especially relevant to executives who navigate their organizations between both sports outcomes and business outcomes. In addition, practitioners can use the results as a guide to design their own digital ecosystem within the overall digital ecosystem of the sports industry. In this sense, our results should also be seen as a wake-up call for the stakeholders of the sports industry, inspiring them to work closer together to create shared digital capabilities. For instance, designers can implement the identified DTs and seek for collaboration partners to produce higher-level products and services. Higher-level products and services can only be achieved by comprehensively exchanging the gained digital capabilities through DTs. For instance, real-time performance data collected by sports organizations can be shared with streaming services to enhance fans’ television experiences.
This study is not free from limitations: First, we restricted our analysis to articles which stem from the Senior Scholars' Basket of Journals or articles that are published at one of the AIS conferences only. Second, it is noticeable that we only performed one-step of forward and backward search doing our literature review process. Third, the dataset consists of 16 articles only. Despite the small number of analyzed articles, our sample shows a high degree of topicality as 14 of the articles were published within the last four years (2015-2018). Fourth, it is fair to say that not all stakeholders of the digital ecosystem of the sports industry are mentioned in our investigations. Fifth, as this study aims to improve the comprehension of the role of DTs in the sports industry in the IS discipline, it is reasonable to assume that not every characteristic is covered, partly due to the novelty of the topic. Studies covering new aspects are likely to be conducted in the near future. Thus, an extension of this study’s scope can become relevant.

**Conclusion**

Based on a concept-driven literature review, we investigated the role of DTs in the sports industry in IS research and identified patterns of logical links, which describe how DTs can achieve specific benefits. For research, the described conceptual framework and the identified logical links provide a theoretical explanation of how DTs facilitate desired shared digital capabilities. Future research should concentrate on how new DTs and new stakeholders shape the digital ecosystem of the sports industry. Implications for practitioners are guidelines which DTs they should concentrate on to achieve specific benefits that are relevant for their business and sports outcomes.
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Abstract
Professional sports has evolved from a game to an organization that has been codified, strategized, and commercialized. One factor that is shaping the sports industry is the pervasiveness of social media. On the one hand, social media is used as a powerful medium for distributing and getting news, engaging in topical discussions, and empowering brands. On the other hand, social media has become a crucial mouthpiece for athletes to interact with peers, share opinions, thoughts, and feelings. However, millions of followers, tweets, and likes later, researchers, practitioners, and athletes alike ask whether social media has an impact on an athlete’s performance. We conducted a social media usage and a sentiment analysis of 124,341 Twitter tweets extracted from 31 tennis athletes. We linked these data to 8,095 corresponding match day performances. The results show that high social media usage has a significant negative impact on athletes’ performance.

Introduction
In 1975, pupillometry pioneer and psychologist Eckhard Hess conducted a study to investigate the idea that changes in attitude can be detected by measuring changes in pupil size. Hess found that pupils are sensitive indicators of the mental state. This experiment later became known as the “window to your soul experiment”, describing the fact that the best way to read someone’s mind is to look into their eyes (Hess, 1975). Today, personal contact to analyze peoples’ behaviors and mental states is not necessary anymore, since people are sharing their opinions, thoughts, and feelings on social media platforms, such as Facebook, Instagram, and Twitter. For instance, about 2.1 million Snaps per minute are recorded by Snapchat users and 300 million tweets are tweeted on Twitter each day (Leetaru, 2019; Statista, 2019b). As a result, what used to be the exclusive domains of friends and family members can now be accessed and analyzed by the public. 3.02 billion people, or about 40% of the world’s population, will use social media platforms in 2021 (Statista, 2019a).

One industry that has been strongly shaped by the use of social media in recent years is the sports industry (Davenport, 2014; Gruettner, 2019; Xiao et al., 2017). On the one hand, clubs, fans, and sponsors are using social media as a powerful medium for distributing and getting the latest sports news, engaging in topical discussions and empowering brands. For example, the German sporting goods manufacturer Adidas already uses 90 percent of its marketing budget for digital campaigns and social media (Klingelhöfer, 2018). On the other hand, social media has also become a crucial
mouthpiece for professional athletes to interact with stakeholders and peers (e.g., fans, sponsors, and celebrities) and, in turn, to build up a personal brand beyond the actual field of play. Consequently, almost every athlete has a social media profile in these days. It is even deemed as a necessity for athletes to maintain a social media presence (Tan et al., 2017; Xiao et al., 2017). However, millions of followers, tweets, and likes later, with social media now at the heart of so many supposed sports scandals and athletes subject to vicious attacks that compromise their mental well-being, researchers, practitioners, and even athletes alike ask whether social media has an impact on athletes’ match day performance. For instance, National Basketball Association (NBA) star Stephen Curry just recently challenged the impact of social media in an interview conducted by CNN: “This is a new era in terms of, you know, the spotlight that every NBA athlete and any athlete in general is under. In terms of social media, in terms of the expectations put on us every single day” (Cable News Network [CNN], 2019, 1:24).

Researchers have demonstrated in various theoretical as well as empirical contexts that social media can negatively impact user behavior (see for a literature review on social media’s impact on user behavior Kapoor et al. (2018)). For instance, pervasive social media usage can result in technology dependency and excessive usage, which in turn can lead to negative outcomes for its users (Lowry et al., 2016; Turel & Qahri-Saremi, 2016). However, only a few studies (e.g., Xu and Yu (2015)) have looked at the impact of social media on athletes’ performance. Therefore, several researchers and practitioners call for studies that investigate how social media impacts athletes’ performance (e.g., DiMoro (2015), Xiao et al. (2017), or Xu and Yu (2015)). An understanding of the impact of social media on athletes’ performance would not only be interesting for coaches, team managers, scouts, and bookmakers within the sports industry but also for researchers that investigate how information technology (IT) usage impacts human behavior. Consequently, this paper addresses the following two research questions (RQs):

**RQ1:** How does Twitter usage impact athletes’ match day performance?

**RQ2:** How does athletes’ pre-game mood extracted by Twitter sentiment polarity scores impact match day performance?

Our research answers these research questions with the help of two evaluations: Firstly, by investigating the impact of low and high Twitter usage on athletes’ match day performance and, secondly, by analyzing the Twitter sentiment polarity, which we claim is a proxy for athletes’ pre-game mood. Specifically, we evaluate the performance of 31 professional tennis athletes. Our data set comprises 124,341 tweets. These social media
data are linked to 8,095 corresponding match day performances. In future research, the proposed methodological approach consisting of our hypotheses, data set, and analytics techniques should be applied and extended to different sports disciplines.

The remainder of this paper is structured as follows: Section 2 introduces the theoretical background and related work. Our hypotheses are stated in Section 3. The methodology is described in Section 4. Section 5 presents our findings. We then discuss our findings and avenues for future research as well as limitations in Section 6. Finally, we conclude our paper in Section 7.

**Theoretical Background**

**The Role of Social Media in Sports**

Although social media has received significant attention from researchers of various fields in the last years, including Information Systems (IS), there is no common definition of social media in academia yet (Kapoor et al., 2018). We define social media as being made up of various user-driven platforms (e.g., Facebook, WhatsApp, or Twitter) that facilitate diffusion of compelling content, dialogue, creation, and communication to a broader audience. Social media provides an environment that is conducive for interactions and networking to occur at different levels (e.g., personal, professional, business, marketing, political, and societal) (Kapoor et al., 2018). Social media offers the possibility to share user-generated content (UGC). UGC describes the various forms of digital content (e.g., posts, pictures, videos, or audio) created by end-users outside a professional context and which is publicly available (Brooks, 2015). A well-known example of UGC created by an athlete – which we refer to as athlete-generated content in this paper – is when the Italian soccer athlete Francesco Totti scored a goal in the so-called Roma derby, as part of the celebration took a selfie with the emotional, flag-waving supporters in the background, and posted the photo on Facebook. However, as the seemingly unbreakable boundary between the physical world and the online world in sports is getting blurry, it can be asked whether athletes’ social media activity has an impact on the performance on the field (DiMoro, 2015; Xiao et al., 2017; Xu & Yu, 2015). On this matter, NBA commissioner Adam Silver believes that social media is doing more harm than good. Silver said during the MIT Sloan Sports Analytics Conference: “I think we live a bit in the age of anxiety. … I think part of it is a direct product of social media” (Cable News Network, 2019, 0:46).
Analytics and predictive techniques to investigate athletes’ performances have commonly been used in the sports industry since the seminal work by Michael Lewis on the legendary story of Oakland Athletics, a Baseball Team that demonstrated how robust technical analysis based on performance data outperformed intuition and old-school wisdom (Davenport, 2014). Latest developments in digital technologies that led to the availability (and abundance) of statistical data have further stimulated interests in this area, which is commonly referred to as sports analytics (Xiao et al., 2017). However, the impact of athletes’ social media activity on an athlete’s performance has only received little attention in literature (DiMoro, 2015; Xiao et al., 2017; Xu & Yu, 2015). Although, for instance, with its unique features and its large user base, Twitter offers a rich data pool of athletes’ communications, their opinions, their thoughts, and their feelings. Social media usage (e.g., the amount of Twitter tweets) and specific online athlete-generated content have great potential to become an information source for not only coaches, team managers, and scouts but also for bookmakers to discern athletes’ mood status and shaky performance before matches. One of the few existing studies which investigated the impact of social media on athletes’ performance is published by Xu and Yu (2015). In this study, a sentiment analysis of athlete-generated content on Twitter was used to detect NBA athletes’ pre-match moods. The authors found that the mood of athletes has significant impact on driving athletes’ on-court performances. Similarly, Jones et al. demonstrated in their study that late-night tweeting is associated with a decreased next-day match performance for NBA athletes (Jones et al., 2019). In our paper, we adopted and adjusted both studies to a professional tennis context. Therefore, we extended both studies by (1) investigating how low and high pre-match Twitter usage 36 hours prior to a match impacts athletes’ match day performance and by (2) utilizing the Valence Aware Dictionary and Sentiment Reasoner (Vader) lexicon for our sentiment analysis, which is specifically designed for sentiments expressed in social media (Hutto & Gilbert, 2014).

**Linking Social Media and Performance**

A major controversial topic of social media, which is currently not only discussed in the sports industry but also in political and entrepreneurial discussions, is its specific impact on users’ performances. A topical example is the debate about the potentially negative impact of social media usage on employee productivity. As a consequence of this concern, many companies have banned social media platforms like Facebook and Twitter from the workplace (Bizzi, 2017). In this paper, we define performance as the effectiveness with which people (i.e., athletes) perform activities that contribute to
predefined goals and outcomes (i.e., sporting success) (Borman & Motowidlo, 1997). Existing research on the impact of social media on users’ performances is two-fold: While a couple of studies have revealed the positive side of social media (e.g., Dienlin et al. (2017) or Utz and Breuer (2017)) – for instance, the usage of LinkedIn can result in knowledge sharing and dissemination, or YouTube can be used for training and recruitment (Kapoor et al., 2018) – social media’s negative impact on performance is evident in the majority of studies. These studies commonly report that pervasive social media usage can, for instance, result in technology dependency and excessive usage, which in turn can lead to negative outcomes for users’ performances (Brooks, 2015; Jones et al., 2019; Mansi & Levy, 2013). For example, too much communication via social media can cause information overload and distraction, confuse user’s focus, and hamper the ability to make decisions (Mansi & Levy, 2013).

In a sports context – as a practical example to illustrate how social media already impacts athletes’ behaviors – Kliff Kingsbury, the head coach of the National Football League (NFL) club Arizona Cardinals, recently mandated "cell phone breaks" to browse social media during team meetings. It was created as a way to help those athletes who may lose focus during meetings itching to get back on their mobile device: “You start to see kind of hands twitching and legs shaking and you know they need to get that social media fix, so we will let them hop over there and then get back in the meeting to refocus” (York, 2019, 5:06). In this sense, the stress and pressure felt by today's athletes is arguably greater than ever. Contracts are bigger, stakes are higher. More people are watching, and, with social media, athletes are more visible than ever. Thus, not only the mere usage of social media can be a distraction for athletes. In particular, the content of others relating to the athlete may affect athletes’ performances once read by the athlete.

**Distraction-Conflict Theory**

In order to explain social media’s negative impact on users’ performances, researchers commonly use distraction-conflict theory (Baron, 1986). Distraction-conflict theory explains how distraction can create an attentional conflict or a situation in which an individual feels the tendency, desire, or obligation to allocate attention to multiple exclusive inputs (Baron, 1986; Baron et al., 1978). This, in turn, can lead to performance inefficiency. The distraction-conflict model can be broken down into three steps (Baron, 1986; Baron et al., 1978): (1) distraction, (2) distraction leads to attentional conflict, and (3) attentional conflict impacts the performance and motor behavior. Brooks, for example, tested the impact of social media usage on students’ task performances by creating a classroom task environment (Brooks, 2015). Brooks (2015) found that higher
amounts of social media usage led to lower performance on the task, as well as higher levels of technostress and lower happiness. Similarly, Cao and Yu (2019) investigated the effects of social media’s different usage patterns on employee job performance. Their results also showed that social media usage can generate conflict between technology use and work demand. This, in turn, negatively influences job performance.

Furthermore, distraction-conflict theory assumes that in settings in which there is pressure to perform a task quickly and well, attentional conflict can be created not only by external distractions but also by internal distractions, i.e., cognitive activity that is not directly relevant to the task solution but has an impact on it (Baron, 1986). In the context of this paper, such internal distracting cognitions can include, for instance, the content of others read by an athlete on social media in advance of the match but which comes to the athlete's mind during the game. For example, a post from a user who claims that the athlete will never win a trophy because he is not cool enough in tight situations.

Hypothesis Development

Development of Hypothesis 1

Several studies have demonstrated in different contexts (e.g., Brooks, 2015 or Mansi and Levy (2013)) that increased social media usage has a negative impact on performance (see, Section 2.2.). Although the performance variable in a sports context differs from the examined contexts in these studies, we applied distraction-conflict theory to the context of our paper for the following reasons:

Firstly, studies have proven that social media usage can lead to distraction in both professional and non-professional settings (e.g., Brooks (2015), Cao and Yu (2019), or Mansi and Levy (2013)). We believe that high Twitter usage before a match leads to distraction for athletes due to two reasons: (1) The focus and time spent on posting a tweet. As a consequence, the necessary focus on training, tactical preparation for the game, or even enough sleep is missing. (2) Athletes’ awareness of the Twitter users’ responses to their previously posted tweets and, in particular, the content of others relating to the athlete may trigger internal distractions (see, Section 2.3.) and thus affects athletes’ match day performances. Secondly, prior work (e.g., Brooks (2015) or Mansi and Levy (2013)) has utilized the distraction-conflict theory to investigate the impact of social media on cognitive tasks. However, distraction-conflict theory claims validity for both cognitive and motor tasks (Baron, 1986). In a sports context, for instance, tennis strokes (e.g., a first serve) are understood as motor tasks (Wolpert & Flanagan, 2010).
We therefore see the distraction-conflict theory as an appropriate theoretical outline for the athletic setting.

Consequently, one should expect that high social media usage, expressed in the number of pre-match tweets, is associated with decreasing match day performance. This leads to the following hypothesis:

**H1:** High pre-match social media usage has a negative impact on athletes’ match day performance.

**Development of Hypothesis 2**

We extended our research by taking the athlete-generated content of the tweets into account. Several studies have shown that tweets can be used to extract the collective (Bollen et al., 2011) or individual mood (e.g., Golder and Macy (2011) or Xu and Yu (2015)). For instance, Golder and Macy (2011) applied sentiment analysis to Twitter data to extract emotional content from 509 million tweets of 2.4 million users in 84 different countries. Using this information, the authors were able to identify daily and seasonal individual mood variations in cultures across the world.

Extrapolating from this, athlete-generated content can be used as a proxy to determine athletes’ pre-match mood which, in turn, can impact athletes’ performance on the field. In this sense, Totterdell (2000) analyzed the relationship between mood and performance for cricket athletes in an offline context. The results indicated a correlation between individual performance and the collective mood of teammates. Likewise, Xu and Yu (2015) found a positive association between NBA athletes’ individual mood, which has been extracted from pre-match tweets, and their match performance. As our focus also lies on the individual athlete’s performance, we expect similar results in our setting. This results in the following hypothesis:

**H2:** A positive pre-match mood has a positive impact on athletes’ match day performance.

Our research model is depicted in Figure 1.
Figure 1

Research Model

Methodology

In this paper, we used social media and performance data of professional tennis athletes to investigate (1) the impact of low and high social media usage on athletes’ performance and to analyze (2) whether we can use sentiment polarity scores to detect athletes’ pre-match mood, which in turn has an impact on athletes’ match day performance. We chose professional tennis athletes for our analysis for two reasons: Firstly, due to the availability of very high-quality performance data recorded at professional sports competitions as well as huge amounts of available social media data and, secondly, due to the nature of tennis as a single sport, which guarantees that no external team factors affect individual performance. To validate our hypotheses, we followed an adjusted knowledge discovery process in databases (KDD) as described by Fayyad et al. (1996). KDD describes the structured extraction of useful information from a large volume of data. For the purpose of our paper, KDD’s iterative cycle approach was combined and formed into three steps: (1) data selection, (2) data preprocessing and transformation, and (3) data mining and evaluation, which are explained and applied in the following subsections.

Data Selection

The first step (data selection) of our adjusted KDD included the selection of data sources. In this paper, we aimed to acquire Twitter tweets from athletes participating in the Association of Tennis Professionals (ATP) and the Women’s Tennis Association (WTA). We chose Twitter for our study as athletes are able to display behavioral traits on Twitter (Xu & Yu, 2015). We used the python-based library Twint to collect the entire Twitter timeline of a given athlete (see, Figure 2 for the include/exclude criteria for the selection of athletes). To narrow down the selection of athletes, in a first step, we
started with the current Top 150 ATP and WTA athletes (as of April 19, 2019). We then included and excluded certain athletes based on chosen criteria, e.g., athletes which posted less than 2,500 tweets, resulting in 31 athletes for further analysis. In total, 124,341 tweets from 31 tennis athletes were collected, with 12 being ATP (i.e., male) athletes and 19 being WTA (i.e., female) athletes. The match performance data for each examined athlete was collected by using open source data sets from tennis-data.co.uk, tennis.wetpoint.com and a GitHub data repository (Sackmann, 2019; Tennis-data.co.uk, 2019; Wetpoint.com, 2019). Our final data set for our analysis is publicly available and can be accessed via the link below.1

Figure 2

Include and Exclude Criteria for Athlete Selection (as of April 19, 2019)

To test the developed hypotheses H1 and H2, we generated two distinct data sets for each athlete – (1) a Twitter data set and (2) a match performance data set. The Twitter data set contained the full tweet text in UTF-8 encoding with emoticons being displayed. Additionally, metadata such as the post time and the username were included. We excluded retweets from our analysis as retweets did not contain useful information for our analysis. The match performance data set included all ATP and WTA tournament singles matches between 2012 and 2018 from the chosen athletes. For an overview of ATP/WTA tournaments, see, Tennis-data.co.uk (2019). In total, the match performance data set counted 9’340 matches before preprocessing and cleaning the data. We included metadata such as the result, the match date and time, the age as well as the rank of the athlete in our data set. As a performance variable, we chose the first serve fault. The first serve fault indicates the percentage of serves missed and consequently leads to a second serve for a given athlete. We chose the first serve fault as our performance indicator, as this metric is less dependent on the opponent’s strength than aces, unforced errors, or

1 See https://www.kaggle.com/appliedresearcher/social-media-the-new-window-to-athletes-soul, for more information.
break points saved. Thus, the first serve fault displays an athlete’s individual primary task performance and can be theoretically linked to the distraction-conflict theory.

**Data Preprocessing and Transformation**

After extracting and collecting relevant data, the next step was data preparation. We removed three outliers which posted more than 50 tweets before the match as well as matches with incomplete performance data. In total, we deleted 1,245 matches from our sample. Resulting in a total of 8,095 matches. Then, the preprocessed data got transformed into a structured format that can be accessed and processed for further analysis. We tested H1 by conducting a paired-samples t-test between two groups of social media usage (low and high). To test H2, we first performed a sentiment analysis, then we clustered the tweets into two mood groups (non-positive and positive mood) in accordance to their polarity score as this study focuses only on the impact of a positive mood of athletes on their performance. This step was followed by a paired-samples t-test as well. Thus, the data was preprocessed and transformed to meet the purposes of these two analyses. Preprocessing and data analytics techniques were performed using the programming language Python 2.73, since it is widely known, easy to use, and supports major libraries for Natural Language Processing (NLP) tasks (Bird et al., 2009).

First, the extracted 124,341 tweets were imported into a Pandas data frame. Then, the text of our tweets was transformed into lower case. Regular expressions were used to filter punctuation (e.g., “?” - except “!”) and numbers, since they were not relevant for the sentiment of a tweet. Furthermore, hyperlinks, mentions of other Twitter users and hashtags were removed and substituted with an acronym (e.g., “www.twitter.com/...” was substituted with “URL”, or “@UserXY” was substituted with “AT_USER”). However, after applying further libraries we decided to not tokenize and stem our tweets, since the applied sentiment library performed with more accurate results with the full strings.

**Data Mining and Evaluation**

**Evaluation of Hypothesis 1**

The next step of our adjusted KDD included the data mining and evaluation phase. To test our hypothesis, we linked the Twitter data set to the generated performance data set. We defined a time span of 36 hours prior to a match as the pre-match time span in accordance with (Xu & Yu, 2015), who tested the causality relation between different
time spans and performance. Therefore, we used the time stamp of the Twitter tweets as well as the concrete start time of the match. Differences due to time shifts were taken into account. Finally, 13,954 tweets out of the totally extracted 124,341 tweets were linked to 8,095 corresponding match day performances. We believe that a higher number of pre-match tweets within this 36-hour time span represents a longer time spent on Twitter. This, in turn, is expected to distract athletes in accordance with the distraction-conflict theory (see, Section 3.1.). If an athlete started her/his career or signed up for Twitter after 2012, the aggregation process started at the earliest date possible. The same methodology was also applied for the sentiment analysis to test H2.

Finally, the impact of high Twitter usage on athletes’ performance (H1) was tested by carrying out a two-tailed paired-samples t-test between two groups of social media usage (i.e., low and high). In detail, each tennis athlete's mean performance was compared between matches with low Twitter usage and high Twitter usage. We labeled a data point as low Twitter usage if the athlete posted between zero and four tweets before a match day and as high Twitter usage if the pre-match tweets exceeded four tweets. This classification resulted from calculating the average pre-match Twitter usage and adding one standard deviation to the value in order to define the threshold for high Twitter usage (see, Table 2.).

**Evaluation of Hypothesis 2**

To test H2, we aimed to analyze the Twitter sentiment polarity, which we claim is a proxy for the athletes’ pre-game mood. Therefore, we used a dictionary-based method from Natural Language Toolkit (NLTK), that is, the Vader lexicon (Hutto & Gilbert, 2014), to extract sentiments from our tweets. Based on this sentiment analysis, polarity scores were retrieved that correspond to athletes’ pre-game mood. Scores were labeled between -1 and 1 according to a “positive”, a “negative”, and a “neutral” mood. A tweet which had a polarity score above zero was classified as “positive”. Tweets which showed a score below zero were classified as “negative”. All other tweets that had a score that equaled exactly zero were labelled with “neutral”. For an example of Vader’s polarity score and the resulting pre-game mood, see, Table 1.

We defined a 36-hour time span prior to a match day as our investigation period to investigate the impact of athletes’ mood. The length of this time span ensured that the pre-match mood of a specific match did not conflict with the mood of the precedent match as tennis athletes usually play in a two- to three-day rhythm. In contrast to the evaluation for H1, we deleted all matches in which an athlete did not post a tweet from
our data set for further analysis, as these data points did not contain any information on athletes’ mood. As a result, the number of matches to test H2 was reduced from 8,095 matches to 4,686 matches. In a last step, we aggregated all polarity scores occurring in the defined time span for the corresponding match day and calculated the mean polarity score. Afterwards, we merged all pre-match modes which were labeled as “negative” or “neutral” according to the results of the sentiment analysis into one group, that is, the “non-positive” pre-match mood group. In a last step, to test whether a positive pre-match mood has a positive impact on athletes’ match day performance, we applied a two-tailed paired-samples t-test.

Table 1

Sample Tweets Showing Vader Mood Classification

<table>
<thead>
<tr>
<th>Tweet Text</th>
<th>Tennis Athlete</th>
<th>Polarity Score</th>
<th>Mood/Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>i don't believe in luck... but if i did mine would be categorized as bad and terrible.</td>
<td>Serena Williams</td>
<td>-.8737</td>
<td>Negative</td>
</tr>
<tr>
<td>just woke up and preparing my breakfast now...</td>
<td>Julia Goerges</td>
<td>0</td>
<td>Neutral</td>
</tr>
<tr>
<td>happy, happy, happy, happy .. i think i'm happy qualified for the maindraw.. damn feels good thanks for your support</td>
<td>Kirsten Flipkens</td>
<td>.9758</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Results

Descriptive Statistical Results

The final data set to test H1 comprised 13,682 tweets, which were linked to 8,095 corresponding match day performances for the predefined cut-off time of 36 hours. To test H2, these 8,095 match day performances were reduced to 4,686 data points due to matches in which athletes did not post a tweet as described in Section 4. For an overview of the descriptive statistics of our data sample, see, Table 2. For an overview of the Twitter usage with the corresponding match performance, see, Figure 3. The relation between athletes’ mood and performance is depicted in Figure 4.
Table 2

Descriptive Statistics for Social Media Usage, Sentiment Analysis, and Performance

<table>
<thead>
<tr>
<th>Label</th>
<th>Social Media Usage</th>
<th>Sentiment Analysis</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Usage</td>
<td>High Usage</td>
<td>Non-Positive Mood</td>
</tr>
<tr>
<td>Number of Matches</td>
<td>7,363</td>
<td>732</td>
<td>1,332</td>
</tr>
<tr>
<td>Total Matches</td>
<td>8,095</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Tweets</td>
<td>13,682*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1.690</td>
<td>3.117</td>
<td>.296</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (n = 19)</td>
<td>1.511</td>
<td>2.477</td>
<td>.294</td>
</tr>
<tr>
<td>Male (n = 12)</td>
<td>1.893</td>
<td>3.702</td>
<td>.298</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experienced</td>
<td>1.610</td>
<td>3.276</td>
<td>.284</td>
</tr>
<tr>
<td>Inexperienced</td>
<td>1.914</td>
<td>2.613</td>
<td>.322</td>
</tr>
</tbody>
</table>

*As described in Section 4.2., for the social media usage analysis the number of tweets is reduced due to the removal of outliers.

On average, the identified athletes posted 1.69 tweets per match (σ = 3.12). Male athletes posted 1.89 pre-match tweets per match on average (σ = 3.70), whereas female athletes posted 1.51 tweets per match on average (σ = 2.48). The highest number of pre-match tweets posted by a male athlete was 40 (two posts) tweeted by Stanislas Wawrinka. Likewise, the highest number of pre-match tweets posted by a female athlete, that is Serena Williams, was 40. Taking different age groups into account (i.e., athlete’s age on match day) and defining experienced athletes as any athlete over 24 years of age, we identified a slight difference between experienced and inexperienced athletes. On average, experienced athletes posted 1.61 pre-match tweets per match (σ = 3.28), while inexperienced athletes posted 1.91 pre-match tweets per match (σ = 2.61). Looking at the performance data, the average for the first serve fault for male and female athletes was 0.38 (σ = 0.08). On average, the first serve fault for male athletes was 0.37 (σ = 0.08), while female athletes’ first serve failed 0.38 on average (σ = 0.08).
As described above, the data set to test H2, including our sentiment analysis, comprised 4’686 matches. The average polarity score for the identified athletes counted 0.30 ($\sigma = 0.31$), which indicated that most tweets were associated with a positive athletes’ mood. Splitting the data set into male and female athletes, male athletes average a polarity score of 0.30 ($\sigma = 0.30$), whereas female athletes average a polarity score of 0.29 ($\sigma = 0.31$). Comparing experienced and inexperienced athletes in the same way as described above, experienced athletes expressed a polarity score of 0.28 ($\sigma = 0.31$) and inexperienced athletes scored 0.32 on average ($\sigma = 0.30$), indicating that inexperienced athletes tweeted more positively than experienced athletes.

**Figure 4**

*Pre-Game Mood and Performance*
Impact of High Social Media Usage on Performance

H1 states that high social media usage (i.e., an athlete posted five or more tweets before a match day) has a negative impact on athletes’ match day performance. The performed two-tailed paired-samples t-test between the low Twitter usage group and high Twitter usage group showed that the latter had a negative impact on athletes’ match day performance in contrast to low Twitter usage. This difference was significant at $p < 0.05$. On average, tennis athletes performed 1.011 percentage points worse in terms of delivering the first serve when having high Twitter usage before a match. Consequently, as a result of our analysis, H1 can be validated. Table 3 summarizes the results from the two-tailed paired-samples t-test.

Table 3

<table>
<thead>
<tr>
<th>Variable</th>
<th>Low Twitter Usage</th>
<th>High Twitter Usage</th>
<th>Difference</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Serve Fault</td>
<td>.3812</td>
<td>.3922</td>
<td>-.0101</td>
<td>-2.270*</td>
</tr>
</tbody>
</table>

Significance with * = $p < .05$ / ** = $p < .01$ / *** = $p < .001$

Impact of Athletes’ Mood on Performance

To test whether a positive pre-match mood has a positive impact on athletes’ match day performance (H2), we also applied a two-tailed paired-samples t-test between the non-positive mood group and the positive athlete mood group. The results of our analysis showed no significant difference ($p > 0.05$). We repeated the same analysis for different polarity score thresholds, e.g., classifying polarity scores above 0.25 as positive mood, but no significant results were found. We believe that state-of-the-art sentiment lexica such as Vader still need to be trained and refined in order to deliver strong results for detecting the individual mood of athletes. Therefore, H2 has to be rejected. Table 4 indicates the results from the two-tailed paired-samples t-test.

Table 4

<table>
<thead>
<tr>
<th>Variable</th>
<th>Non-Positive Mood</th>
<th>Positive Mood</th>
<th>Difference</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Serve Fault</td>
<td>.3813</td>
<td>.3849</td>
<td>-.0036</td>
<td>-1.166</td>
</tr>
</tbody>
</table>

Significance with * = $p < .05$ / ** = $p < .01$ / *** = $p < .001$
Discussion, Future Research, and Limitations

To investigate how social media usage (RQ1) and athletes’ pre-game mood (RQ2) impact athletes’ match day performance, we conducted a social media usage as well as a sentiment analysis of 31 tennis athletes and extracted 124,341 tweets. We linked these data to 8,095 corresponding match day performances. To test our hypothesis that high social media usage has a negative impact on athletes’ performance (H1), we counted the number of tweets that were tweeted 36 hours before match day by an individual athlete and formed two groups of Twitter usage (low and high). The results of the two-tailed paired-samples t-test confirmed our hypothesis and demonstrated that high social media usage has a significant (p < 0.05) negative impact on athletes’ performances. Hence, our results support the concerns and fears of practitioners, researchers, and athletes alike that social media usage can have a negative impact on athletes’ performances. By conducting a sentiment analysis, we identified polarity scores for each tweet, which were used as indicators for athletes’ pre-match mood to test our hypothesis that a positive athletes’ pre-match mood has a positive impact on athletes’ performance (H2). Although there are studies which have proven a positive relationship between athletes’ pre-match mood and their on-field performance in offline and online contexts (e.g., Totterdell (2000) and Xu and Yu (2015)), our analysis showed no significant results (p = 0.253) that an athlete with a positive pre-match mood performed better on the field than an athlete who did not show a positive pre-match mood in her/his tweets. Therefore, we must reject H2.

From an academic perspective, our paper makes several contributions to the existing body of literature. By answering our first research question, we contribute to IS research by addressing the call made by several researchers for the investigation of how social media usage impacts athletes’ performance (e.g., DiMoro (2015), Xiao et al. (2017), and Xu and Yu (2015)). While our results demonstrate that high social media usage can have a significant negative impact on athletes’ performances in the context of this study, our research model should be applied to different contexts. It can be expected that depending on, for instance, the type of sports (i.e., individual vs. team sports) results will differ. Likewise, it should also be investigated whether there are individual athletes for whom social media usage has a positive impact. In addition, we contribute to the upcoming literature stream of sports analytics by providing an explanation of how distraction-conflict theory can be applied to explain the impact of social media usage on athletes’ performance. Moreover, we contribute to the body of knowledge by applying distraction-conflict theory in a new setting, that is, athletes’ performances. Most existing studies on the impact of social media usage on performance investigate how social
media usage distracts users' cognitive tasks at the concrete moment the task is actually performed (e.g., Brooks (2015) or Mansi and Levy (2013)). We enrich existing findings by investigating how internal distraction impacts performance, not only at the actual moment of activity but also over a longer time span (i.e., 36-hour time span) for motor tasks. We further contribute to research as well as practice by making our data set publicly available.

To answer our second research question, we conducted a sentiment analysis using the Vader lexicon. We think that the Vader lexicon is inadequate for the analysis of athlete-generated content, although it was developed specifically for the analysis of social media data, since athletes use a very specific language in their tweets. Social media offers a rich data pool of athletes’ communications, their opinions, their thoughts, and their feelings. Hence, we believe it has great potential to become a relevant information source for future research. Therefore, our research contributes to the literature stream of sports analytics by representing one of the early efforts from the IS field to bring together athlete-generated content and analytics techniques to investigate athletes’ pre-match mood. Our paper analyzes the impact of social media in a sports context. We argue that the sports industry provides many opportunities for comprehending IT-driven phenomena that might display interesting dynamics due to the uniqueness of the context at a theoretical level (Chiasson & Davidson, 2005; Gruettner, 2019; Xiao et al., 2017). Thus, dismissing the sports industry as just another empirical context will translate to missed opportunities. Therefore, this paper also contributes to the IS literature in general by examining how social media impacts human behavior.

From a practical perspective, our results provide important insights into the impact of social media on athletes’ match day performance. Thus, they are especially relevant for the stakeholders of the sports industry. For instance, coaches can identify athletes who use social media excessively. In turn, they can adjust the line-up on match day accordingly. Similarly, team managers and scouts can use our results to determine which athlete they want to hire based on their social media usage and athlete-generated content. Likewise, bookmakers can adjust their calculation of odds based on the social media activity of athletes. Regarding this, the development of an interactive live dashboard that displays various key information to stakeholders could be interesting in the future. Finally, our results should also be seen as a wake-up call for athletes themselves, inspiring them to reduce their social media activities and to focus on their performance on match days.

This paper provides numerous opportunities for future research: For instance, researchers can investigate whether different types of social media activities (e.g.,
listening, posting, reading, or watching) have a different impact on athletes’ performances. Similarly, it would be interesting to explore how various communications via social media (e.g., communications with peers vs. fans) impact athletes’ match day performances. To extend our research, an analytical model can be built to predict athletes’ performances. Furthermore, our research model can be extended to various other social media platforms such as Instagram using, for instance, image recognition. Future research can also focus on the development of a more specific and comprehensive lexicon which can be applied to the context of professional sports athletes.

This paper is not free from limitations: Firstly, our performance variable (i.e., first serve fault) is not completely independent from other factors, such as age, current score, match importance, or opponent. Secondly, we believe that the lack of control variables (such as post length) is a limitation. Thirdly, we only investigated the negative impact of social media usage. It should also be investigated whether there are athletes on whom social media has a positive effect. Fourthly, it is reasonable to assume that the distilled moods from athletes’ tweets are not free of bias, which could be attributed to a number of factors. For instance, professional athletes often use agencies to maintain their social media profiles in these days. Lastly, our data set consists of 31 athletes only. Thus, an extension of this study’s scope can become relevant.

**Conclusion**

Based on a social media usage and a sentiment analysis, we investigated the impact of (1) low and high social media usage and of (2) athletes’ pre-match mood on professional athletes’ match day performance. For research, the conducted analysis provides theoretical evidence that high social media usage has a significant negative impact on athletes’ performance. Future research should focus on different types of social media activities (e.g., posting or reading) or on various types of communications (e.g., communications with peers vs. fans) and their specific impact on athletes’ performance. Implications for practitioners are insights into the impact of social media on athletes’ performances. Therefore, supporting them in specific decision-making processes (e.g., line-up adjustments on match days).

**References**


Tennis-data.co.uk. (2019). *Tennis-data.co.uk*. http://www.tennis-data.co.uk/alldata.php


Publication III

From Data to Dollar –
Using the Wisdom of an Online Tipster Community
to Improve Sports Betting Returns

Author(s)
Arne Grüttner
Thiemo Wambsganss
Andrea Back

In press for publication in the European Journal of International Management (EJIM) –
Special Issue on: "International Sports Management".
Abstract

With thousands of (online) bookmakers accepting wagers on sporting events, sports betting has become a billion-dollar business worldwide. Therefore, researchers and practitioners have gathered interest in investigating the “wisdom-of-crowds” effect in online tipster communities to predict the outcomes of sports events. We extracted 1,534,041 tips of 3,484 tipsters from Blogabet.com and used this user-generated content to investigate whether there is wisdom in online tipster communities that can be used to improve betting returns. We applied state-of-the-art data mining and natural language processing techniques and tested our hypotheses using quantitative research methods. Our results demonstrate that there is indeed wisdom in such online tipster communities that can improve sports betting returns. Tipsters won 3.29% more tips than the implied win probability set by bookmakers and produced averaged yields of 3.97%. We further identified four characteristics that are significant indicators for smarter sub-crowds within the overall crowd of an online tipster community.
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Introduction

Sports betting has become a billion-dollar business around the globe. In Germany, for example, each day people place bets worth EUR 25 million. An increase of 21 percent over the previous year (Deutscher Sportwettenverband, 2020). Online tipster communities, such as Betadvisor.com, Blogabet.com, or Oddsportal.com, offer semi-professional sports bettors, so-called tipsters, the opportunity to publish, share and explain their carefully elaborated tips over the internet. Community members, on the other hand, can comment and discuss those publicly available tip recommendations. Online tipster communities can be seen as a new type of sports-based entrepreneurship (see, Ratten (2011)) driven by the emergence and rise of innovative digital technologies in the sports industry that cover a wide range of sports and have a lively community (Gruettner, 2019; Ratten, 2017). Considering the forecasting power (e.g., in terms of diverse knowledge and expertise), recent academic studies published in scholarly journals have shown interest in investigating the underlying dynamics of online tipster communities (e.g., Brown and Reade (2019)). In this vein, the user-generated content of tipsters – which we will refer to as tipster-generated content (TGC) in this study – offers the potential to become a revealing data source to improve sports betting returns.
TGC has proven to be valuable in predicting the outcomes of sports events, as it not only contains concrete predictions of match results but also (often) background information about the tipsters or even detailed textual match analyses. Existing studies have been published on the “wisdom-of-crowds” effect of Surowiecki (2004) (e.g., Brown and Reade (2019), O’Leary (2017), Peeters (2018), or Schumaker et al. (2016)). The wisdom-of-crowds effect operates on the premise that an averaging of forecasts eliminates individual prediction errors and thus leads to greater accuracy. In other words, large groups of individuals are better at making predictions than individuals are. The effect has tremendous practical implications: First, it suggests that decisions made by the majority rule (or by averaging opinions) will outperform decisions made by single experts. Second, it suggests that decisions made by the majority rule will often be accurate in an absolute sense – an implication that partially accounts for the rapidly increasing use of information markets to predict events (Simmons et al., 2011).

TGC can be seen as a valuable source to extract the wisdom of an online tipster community to predict the outcomes of sports events. However, existing studies on TGC and the wisdom-of-crowds effect come with several shortcomings: First, existing studies – except Brown and Reade (2019) – have not tested the wisdom-of-crowds effect in a realistic setting using data extracted from a real-world online tipster community. Second, the data sets with which existing studies have performed their analyses are not very comprehensive. As a consequence, they have not included rich information on the characteristics of the crowd to identify, for instance, smarter sub-crowds, although relevant literature on the wisdom-of-crowds effect have concluded that not only can crowdsourcing outperform experts but additionally the characteristics of the crowd are likely to influence the prediction results (O’Leary, 2017). Third, current evidence from related literature streams, such as financial studies, innovation management and entrepreneurship, suggests that textual user-generated content provides a rich crowd-based pool on information that can be easily collected and analysed to extract the wisdom of crowds (Chen et al., 2014; Otterbacher, 2009; Rhyn & Blohm, 2019). However, existing studies have just taken the tipsters’ concrete results predictions as well as a few tipster-related characteristics, such as tipsters’ prior tip experience, into account. Therefore, they have not examined the detailed textual match analysis attached to a published tip.

To address the abovementioned shortcomings, we extracted data from Blogabet.com, an online tipster community founded in 2006 that covers a wide range of sports and has a
lively community with around 291,156 members.\textsuperscript{1} Our final data set compromises 1,534,041 verified tips (which we will refer to as picks in the rest of this study) extracted from 3,484 tipsters. For each of these picks, our data set includes (1) contributor/(tipster)-related variables such as prior experience, past performance and location, (2) textual-content/(match-analysis)-related variables such as its length, its readability and its specificity as well as (3) community-related variables that measure the feedback and reaction of the community to specific tipsters in terms of the number of followers. We aim to leverage our collected data set to investigate whether (1) there is wisdom in a crowd of an online tipster community that can be used to improve betting returns and whether (2) we can identify specific characteristics that are indicators for smarter sub-crowds within the overall crowd of an online tipster community.

To do so, we conducted two evaluations: First, we averaged and compared the implied win probability of the odds set by the bookmakers with the actual win percentage of the picks proposed by tipsters on Blogabet.com. Second, we conducted a mixed-effects logistic regression model (MELR) that identifies the characteristics of significantly smarter sub-crowds. The contributions of our study are as follows: For researchers, we prove that there is indeed wisdom in online tipster communities. Moreover, we propose a set of variables that explain specific characteristics that are indicators for smarter sub-crowds. For practitioners, our results provide important insights into TGC and the wisdom of online tipster communities that are especially relevant for bookmakers as well as tipsters, which either protect them from losses or improve their (betting) returns.

The remainder of this study is structured as follows: Section 2 introduces the theoretical background and related work. Our hypotheses are stated in Section 3. The methodology is described in Section 4. Section 5 presents our results as well as the discussion. We then propose the implication, avenues for future research and the limitations in Section 6. Finally, we conclude our study in Section 7.

**Using Tipster-Generated Content to Extract the Wisdom of an Online Tipster Community to Predict Sports Outcomes**

In recent years, user-generated content has raised the interest of researchers and practitioners alike as it allows to leverage publicly available data that often contains valuable information (e.g., customer needs or opinions) (Krumm et al., 2008). Therefore, many organisations are currently racing towards extracting insights from

\textsuperscript{1} The numbers are based on Blogabet.com’s website and are as of 13 December 2019.
user-generated content and leveraging them based on new business models (Byrum & Bingham, 2016). In the sports industry, user-generated sports content becomes a revealing data source as it offers (freely) available information such as discussions and experiences of fans or even thoughts and feelings of professional athletes (Gruettner et al., 2020). In the context of this study, TGC can be seen as user-generated tip recommendations that provide a valuable source to extract the wisdom of an online tipster community to predict the outcomes of sports events.

The wisdom-of-crowds effect operates on the premise that the independent judgement of a crowd of individuals (as measured by any form of central tendency) will be relatively accurate, even when most of the individuals in the crowd are ignorant and error-prone (Surowiecki, 2004). The effect has been studied and discussed in many research fields and scholarly articles in recent years, for instance, in financial studies to predict future stock returns. In this vein, Chen et al. (2014) proved that a textual analysis of users’ posts on Seekingalpha.com, a popular opinion forum for stock market investors, has predictive power for future stock returns. In (product) innovation management, Hoornaert et al. (2017) as well as Beretta (2018) demonstrated that adding crowd-related information such as feedback (e.g., in the form of online comments) to the idea selection process helps to identify ideas that are more likely to be successful. Similarly, in the entrepreneurship literature, Mollick and Nanda (2016) showed evidence that support on the crowdfunding website Kickstarter.com is a better predictor of the success of theatre productions than evaluations by a designated expert panel.

However, although many of the conducted studies support the wisdom-of-crowds effect, there have also been studies which challenge the accuracy and fundamental premises of crowd prediction: For example, Haan et al. (2005) concluded that experts are less sensitive to the emergence of new information than crowds. Thus, experts are likely to act less impulsively. Critics also observed that some crowd members might simply select crowd favourites rather than evaluate the data independently. This reinforcing behaviour could, for instance, lead to over-valuing the crowd favourite and can have a negative impact on the prediction accuracy (Budescu & Chen, 2015; Peeters, 2018). As a consequence of these ongoing discussions, we believe that in a sports outcome prediction context a fair test of the wisdom-of-crowds effect requires an investigation of a crowd in a realistic real-world market setting.

Several research articles based on the wisdom-of-crowds effect have been published in recent years to investigate whether crowd wisdom can be used to predict sports outcomes. One of the most prominent examples includes Twitter, which has been studied as a predictor of soccer games. For instance, Schumaker et al. (2016)
investigated whether the sentiment contained in tweets can serve as a meaningful proxy to predict match outcomes. The authors found that crowdsourced sentiment can be a better predictor of match outcomes than odds. Likewise, Peeters (2018) concluded that information extracted from Transfermarkt.de evaluations – where online users submit transfer valuations of soccer players – could be used to generate sizeable betting returns. In detail, the author showed that forecasts of international soccer results based on the crowd’s evaluations are more accurate than those based on standard predictors (e.g., FIFA ranking). O’Leary (2017) compared the performance of a Yahoo crowd to experts in predicting the outcomes of matches in the FIFA World Cup 2014. The analysis found that the crowd was statistically significantly better at predicting outcomes of matches than experts and very similar in performance to established betting odds. However, none of the existing studies dealt with a specific online tipster community context. There is just one study – to the best of the knowledge of the authors – which evaluated the wisdom-of-crowds effect in a realistic real-world online tipster community setting. Brown and Reade (2019) extracted data from Oddsportal.com and investigated the accuracy of crowd forecasts. The authors found that the crowd outperforms bookmakers in specific cases, leading to the conclusion that tip recommendations (i.e., TGC) in online tipster communities contain information that is not in betting prices.

Existing studies come with several weaknesses in the way that they did not meet the four conditions for crowd wisdom set out by Simmons et al. (2011). According to the authors, a crowd is smart when the members in the crowd are (1) knowledgeable, (2) motivated to be accurate, (3) diverse and (4) independent. The majority of the existing studies used either social media platforms such as Twitter (e.g., Schumaker et al. (2016)) or data extracted from online websites such as Yahoo (e.g., O’Leary (2017)) for their analyses. Social media platforms or online websites have not been set up with the aim of eliciting crowd wisdom. Thus, they usually generate collective judgements (Peeters, 2018). Furthermore, they typically do not provide users with any explicit incentives to induce accurate reporting. For example, the incentives on social media to provide accurate information for forecasting may arguably be weak. Unlike online tipster communities, accurate social media forecasts may enhance an individual’s reputation but are not directly profitable. Even worse, there are many instances of misinformation on social media (Antretter et al., 2019; Chen et al., 2014). In the same vein, social media platforms and online websites often make little attempt to reach a diverse user population. Finally, they usually allow (and indeed stimulate) communications between users, which may limit the independence of users’ opinions (Peeters, 2018).
We believe that our online tipster community setting from Blogabet.com meets the four conditions set up by Simmons et al. (2011) for the following reasons: First, online tipsters are knowledgeable as they publish sports picks regularly, mostly for only a specific selection of sports types or games. Second, we assume that they are motivated not only to publish accurate picks because they (probably) want to place their own money on a particular pick but also to build up a strong track record within the tipster community (e.g., a favourable ranking between all tipsters of the online tipster community) that allows them, for example, to offer access to their picks on a paid basis. Third, tipsters in an online tipster community are embedded in a broad and diverse network of people over the internet. Accordingly, they have different backgrounds and are even interested in different types of sports or sports clubs. Hence, the crowd is sufficiently diverse, decentralised through the reach of the internet, able to be summarised and rapidly independent. Consequently, and fourth, tipsters’ evaluations of specific picks (mostly) rely on their own information and are not influenced by other members of the online tipster community.

Extracting TGC and the wisdom of an online tipster community poses several challenges: As described, contributions in online tipster communities are submitted by a diverse network of people with different backgrounds and degrees in expertise. As a result, the quality of the tipsters as well as of the published picks vary drastically from excellent to noise and ambiguity, such as abuse and spam. In addition, besides structured data such as predefined match-related metadata (e.g., the kick-off time), there is a wide array of unstructured data such as TGC. Figure 1 shows an overview of the tipsters ordered by the number of followers of an online tipster community. Figure 2 illustrates an example of a published pick of a tipster. As a consequence of the abovementioned challenges, the process of manually reviewing and filtering the large amount of tipsters and TGC to identify valuable picks and separating them from low-quality contributions that should not be used to extract the wisdom of the crowds is a latent challenge. Text mining and Natural Language Processing (NLP) techniques represent promising solutions to cope with the vast amount of contributions in an online tipster community. Thus, they provide the means to discover patterns and extract useful information from textual data in a fast, automatic, scalable and repeatable way (Rhyn & Blohm, 2019).

Research from prior literature on the wisdom-of-crowds effect as well as from related literature streams applied such techniques to extract the wisdom of vast amounts of contributions. The findings commonly reported that highly valuable contributions are marked by specific characteristics. In this vein, Hoornaert et al. (2017) proposed a model that can be adapted to the context of this study and helps to analyse TGC to extract the
wisdom of an online tipster community. The authors identified three sources of information (the “3Cs”) available in online communities: (1) Characteristics about the contributor, (2) the textual content of the contribution and (3) the community's feedback and reaction. The “contributor” category refers to TGC that contains information about the tipster who published a pick. For instance, previous studies have proven evidence that crowds improve their forecasting performance over time as they become more experienced and skilled (e.g., Budescu and Chen (2015), Goldstein et al. (2014), or Lamberson and Page (2012)). Therefore, it is reasonable to assume that experienced and skilled tipsters also form smarter sub-crowds in an online tipster community. The “content” category refers to the content-related textual features of a textual contribution, that is, the detailed textual match analysis attached to a published pick, which is usually expressed in unstructured, written text. Content-related textual features, such as the length (e.g., Riedl et al. (2013) or Wang and Strong (1996)), the readability (e.g., Flesch (1943) or Otterbacher (2009)) or the specificity (e.g., Otterbacher (2009) or Weimer and Gurevych (2007)), can be used to examine how carefully a tipster has elaborated their picks. This, in turn, can be used to assess the quality of a pick and, hence, helps to identify patterns of smarter sub-crowds. The “community” category refers to the feedback and reactions of the community. For instance, studies highlight that positive feedback from the community in the form of, for example, comments or likes can be seen as a proxy for the communities’ satisfaction with a specific tipster (e.g., Antretter et al. (2019), Beretta (2018), and Hoornaert et al. (2017)). Thus, it can be used as a means to identify smarter sub-crowds of tipsters.

In this study, we build upon the principles of the “3Cs” to derive our hypotheses that are explained in the following section.
**Figure 1**

*Overview of the Tipsters Ordered by the Number of Followers of an Online Tipster Community (Here Blogabet.com)*

<table>
<thead>
<tr>
<th>Tipster</th>
<th>Year</th>
<th>Followers</th>
<th>Profit</th>
<th>Yield</th>
<th>Verified</th>
<th>Followers</th>
</tr>
</thead>
<tbody>
<tr>
<td>bobic</td>
<td>2012</td>
<td>1103</td>
<td>+72%</td>
<td>+18%</td>
<td>98%</td>
<td>13981</td>
</tr>
<tr>
<td>dedil22</td>
<td>2015</td>
<td>2234</td>
<td>+3797</td>
<td>+37%</td>
<td>100%</td>
<td>10486</td>
</tr>
<tr>
<td>Vivespiai</td>
<td>2012</td>
<td>1172</td>
<td>+425</td>
<td>+18%</td>
<td>100%</td>
<td>7413</td>
</tr>
<tr>
<td>Aussile126</td>
<td>2014</td>
<td>1321</td>
<td>+98%</td>
<td>+22%</td>
<td>100%</td>
<td>6764</td>
</tr>
<tr>
<td>cheser</td>
<td>2014</td>
<td>2323</td>
<td>+113%</td>
<td>+14%</td>
<td>100%</td>
<td>6606</td>
</tr>
</tbody>
</table>
**Hypotheses Development**

For the development of our research model (see, Figure 3), the following hypotheses draw from prior literature on the wisdom-of-crowds effect as well as from related literature streams (e.g., crowdsourcing, entrepreneurship, financial studies, innovation and idea generation, and data quality and computational filtering approaches) to provide a discussion of what can be measured about each of the “3Cs” proposed by Hoornaert et al. (2017) to extract the wisdom of an online tipster community.
Development of Contributor-Related Crowd Characteristics (Hypothesis 1)

Contributor (i.e., tipster-related) characteristics, in our study, refer to (1) the prior experience, (2) the past performance and (3) the location of the crowd in an online tipster community. Previous studies have noted that the prior experience and the past performance of a crowd are positively related to the accuracy of predictions and can, therefore, outperform larger crowds as well as experts. For instance, Goldstein et al. (2014) identified smaller sub-crowds that beat the wisdom of bigger crowds in a Fantasy Football Player selection. Their findings were that both the prior experience, measured as average years the crowd has played, and the past performance, measured as ranking within the community, have a significant positive impact. These findings are in line with Lamberson and Page (2012), who investigated the optimal group composition for accurate forecasts, as well as with Budescu and Chen (2015), who improved the quality of aggregate forecasts by eliminating poorly performing individuals from the crowd. Extrapolating from these studies, prior tip experience and a history of successful picks in the past may indicate a sub-crowd in an online tipster community that has expertise and knowledge, which in turn suggests that they are indicators of smarter sub-crowds within the overall crowd of an online tipster community.

Evidence for the wisdom-of-crowds effect has been shown with large, diverse samples in many different contexts. However, several previous findings concluded that it matters far less whether the crowd is homogenous or diverse along demographic dimensions, such as age, sex or the location of crowd members (e.g., de Oliveira and Nisbett (2018))
or van Dijk et al. (2012)). In contrast to these findings, we assume that demographic characteristics of the crowd could be indicators of smarter sub-crowds in the context of sports betting for the following reasons: Recently published studies commonly reported that the sports betting markets reveal inefficiency and information asymmetries. For example, Elaad et al. (2019) found that individual bookmakers are not efficient. Their own odds do not appear to fully use the information contained in their competitors’ odds. Furthermore, Brown and Reade (2019) demonstrated, as described, that online tipster communities contain information that is not in betting prices. We expect that crowds of tipsters that bet on picks played in their home country will have more detailed information and expertise about the pick than foreign tipsters and bookmakers. This is especially true for marginal sports like table tennis or lower country-specific sports leagues in which usually less public information is available (Peurala, 2013). Therefore, the location of a crowd is added to our research model.

Consequently, one should expect that the prior experience, the past performance and the location of a crowd of tipsters are indicators of smarter sub-crowds.

**H1a:** The characteristics of the crowd in terms of its prior experience is positively related to correctly predicting the outcome of a pick.

**H1b:** The characteristics of the crowd in terms of its past performance is positively related to correctly predicting the outcome of a pick.

**H1c:** The characteristics of the crowd in terms of its location is positively related to correctly predicting the outcome of a pick.

**Development of Content-Related Crowd Characteristics (Hypothesis 2)**

The analysis of content-related textual features is commonly used in practice to extract, for instance, the creativity, expertise or workforce of a given crowd (Rhyn & Blohm, 2019). Hence, several recent studies provide supportive evidence of the value of this type of crowd wisdom. For instance, Klein and Garcia (2015) presented an approach called the “bag of lemons”, which enables crowds to filter ideas based on textual features with accuracy superior to conventional approaches. Chen et al. (2014) showed, as described, that a textual analysis of users’ posts on Seekingalpha.com has predictive power for future stock returns. In this study, we focus on three content-related textual features for picks that include a detailed textual match analysis that are likely to be indicators of smarter sub-crowds: That is (1) the length, (2) the readability and (3) the specificity of a published pick.
In an online tipster community, tipsters can use text to explain why they have chosen to bet on a specific pick. Providing sufficient and detailed information about the pick facilitates the evaluation process and demonstrates that the tipster has spent time to elaborate it. In turn, this increases the likelihood that a pick has a positive outcome. The amount of information in a textual contribution (i.e., its length) has frequently been discussed as one of its most important features by related literature (Wang & Strong, 1996). Longer contributions contain more information that could potentially be relevant for the outcome of the pick than shorter ones. On the other hand, researchers emphasised that contributions that are short and less elaborated tend to deliver less information (e.g., Riedl et al. (2013)). In the same vein, the readability of a pick can be used to analyse the syntactic and semantic complexity of a published pick, which we claim is also a proxy of how carefully a tipster has elaborated their pick (Flesch, 1943). Higher readability of a pick often indicates a better-evaluated pick and thus makes it easier to extract relevant cues or information. Past research has shown that a better readability score is likely to enhance the interpretability or clarity of a textual contribution and may enable the acquisition of the embedded information (Otterbacher, 2009). Lastly, related literature emphasises the need to consider the specificity and relevance of the information in a textual contribution. For instance, Weimer and Gurevych (2007) used similarity features to measure the relatedness of an online post to a forum topic. Likewise, Otterbacher (2009) quantified the extent to which a product review contains terms that are statistically important across other reviews as a significant indicator of the helpfulness of a review. In the context of this study, we believe that smarter sub-crowds base their decisions to publish a pick on clear and specific criteria, such as information that is based on quantitative pre-match analyses (e.g., win/loss ratio of home and away games), or other specific information, such as missing or injured players.

Following the argumentations above, we assume that the length, the readability and the specificity of a pick are used by smarter sub-crowds. Consequently, our content-related hypotheses to extract the wisdom of an online tipster community are as follows:

**H2a:** The content-related characteristics of the crowd’s picks in terms of its length is positively related to correctly predicting the outcome of a pick.

**H2b:** The content-related characteristics of the crowd’s picks in terms of its readability is positively related to correctly predicting the outcome of a pick.

**H2c:** The content-related characteristics of the crowd’s picks in terms of its specificity is positively related to correctly predicting the outcome of a pick.
Development of Community-Related Crowd Characteristics (Hypothesis 3)

While H1 and H2 focus on the characteristics of the crowd in terms of its contributors and content, this study finds that it is also desirable to incorporate the feedback and the reaction of the online tipster community into the research model to identify specific characteristics that are indicators for smarter sub-crowds in an online tipster community. Studies on crowdsourcing (e.g., Hoornaert et al. (2017)) and idea selection (e.g., Antretter et al. (2019)) highlighted that positive feedback from the community indicates the popularity and approval of a member within the online community. Thus, it can represent a way of evaluating a particular crowd of tipsters. For example, Antretter et al. (2019) showed that the number of followers on Twitter is among the most important predictors for new venture survival. Likewise, Beretta (2018) noted that one should not only attract a large number of contributors to extract the wisdom of crowds but also considers types of participants to engage with to enable access to diverse knowledge and expertise. Therefore, we pose the following hypothesis:

H3: The feedback and the reaction of the community in terms of the number of followers are positively related to correctly predicting the outcome of a pick.

Methodology

To validate our hypotheses, we followed an adjusted knowledge discovery process in databases (KDD) as described by Fayyad et al. (1996). KDD describes the structured extraction of useful information from a large volume of data. For the purpose of this study, KDD’s iterative cycle approach was combined and formed into three steps: (1) data selection, (2) data pre-processing and transformation and (3) data mining and evaluation (see, Figure 4), which are explained in the following subsections.
Figure 4

Adjusted KDD and the Corresponding Results/Approach

Data Selection

The first step of our adjusted KDD included the selection of data sources. As described, we chose Blogabet.com as a representative of an online tipster community. We chose Blogabet.com for two major reasons: First, all historical data about tipster-related characteristics (i.e., prior experience, past performance and location), content-related characteristics (i.e., the length, readability and specificity of the textual match analyses), community-related characteristics (i.e., number of followers) as well as the pick outcome are publicly available. Second, Blogabet.com has implemented the “verified odds” concept. This concept guarantees that the odds displayed are accurate and available at the time of publishing the pick. To achieve that, Blogabet.com uses multiple direct bookmakers’ feeds where tipsters can verify the right picks for their selections in real time. Furthermore, Blogabet.com has implemented a review system in which tipsters correct and verify themselves. Consequently, a high reliability and accuracy of the picks included in our data set are guaranteed.

We added the entire pick archive of a given tipster (see, Figure 5 for the inclusion/exclusion criteria for the selection of tipsters and picks) to our data set for further analysis: Blogabet.com recorded 11,378 active tipsters (i.e., the tipster published at least one pick in the last twelve months) who had published 4,005,176 picks at the time of our analysis (the numbers are as of 28 September 2019). To narrow down the selection of tipsters, in a first step, we deleted all tipsters that had less than 100 picks or
more than 2,000 picks from our data set. It is generally accepted in the sports betting market that tipsters that have less than 100 picks are not reliable, and their past performance may be due to luck or coincidence. Likewise, a closer look at the tipsters that had more than 2,000 picks made the impression that multiple tipsters or commercial ventures maintained these accounts. In the next step, we excluded all tipsters and picks that were not 100% verified as described above, as well as tipsters that were banned, paused or reset their pick history during the data collection phase. We then excluded all picks whose match analysis was not written in English in order to obtain reliable results, since some of our applied data analytics techniques are designed for the English language. In total, 1,534,041 picks from 3,484 tipsters were included in our final data set for further analysis. This data set is publicly available and can be accessed via the following reference: Gruettner (2020).

**Figure 5**

*Inclusion and Exclusion Criteria for Tipsters and Picks*

<table>
<thead>
<tr>
<th></th>
<th># Tipsters</th>
<th># Picks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overview Blogabet.com as of September 28th, 2019</td>
<td>11,387</td>
<td>4,005,176</td>
</tr>
<tr>
<td>Tipsters with at least 100 picks</td>
<td>4,721</td>
<td>3,831,027</td>
</tr>
<tr>
<td>Tipster with not more than 2,000 picks</td>
<td>4,307</td>
<td>2,101,116</td>
</tr>
<tr>
<td>Tipsters with 100% verified picks</td>
<td>3,544</td>
<td>1,694,022</td>
</tr>
<tr>
<td>Unmatched tipster or pick (banned, paused, or reset)</td>
<td>3,484</td>
<td>1,580,211</td>
</tr>
<tr>
<td>Textual match analysis in English</td>
<td>3,484</td>
<td>1,534,041</td>
</tr>
</tbody>
</table>

**Data Pre-Processing and Transformation**

After extracting and collecting relevant data, the next step was data preparation and transformation. Therefore, we transformed the collected data into a structured format that can be accessed and processed for further analysis. To validate our developed hypotheses (i.e., H1 to H3), we generated several variables that are based on the extracted data. Three example picks of the used variables can be found in Table 1 and are explained as follows: To examine if there is wisdom in a crowd of an online tipster community that can be used to improve betting returns, we averaged and compared the implied win probability of the odds set by bookmakers with the actual win percentage of the picks proposed by tipsters. The implied win probability was calculated as:

\[
\text{Implied Win Probability} = \frac{\text{Average of Odds} \times 100}{100}
\]
**Implied Win Probability = 1 / Odds**

The actual win percentage was calculated as:

**Actual Win Percentage = Number of won picks / Number of all picks**

To identify specific characteristics that are indicators for smarter sub-crowds within the overall crowd of an online tipster community, we first pre-processed and transformed all data related to the contributor-related crowd characteristics (H1). The prior experience variable displayed the number of all picks that a tipster had published. The past performance variable contained the so-called yield of a tipster. The yield is commonly used in sports betting to compare the performance of tipsters. To test whether a pick was published in the home country of a tipster (H1c), we created a location dummy variable in which 1 stood for a pick that was placed in the same location and 0 for a pick that was not.

To test the content-related crowd characteristics (H2), different data analytics techniques using the programming language Python 3.7 were applied, since it is widely known, easy to use and supports major libraries for NLP tasks: First, all picks that included a textual match analysis with less than four words were set to 0 because they did not contain any relevant information or included noise for further analysis. Afterwards, we calculated the length of each match analysis by splitting the picks’ strings into tokens. We deleted all English stop words based on the Natural Language Toolkit (NLTK) stop word list for the English language (Bird et al., 2009). Finally, we counted the number of filtered tokens of each pick. The token length of a pick was then used to test our hypothesis H2a. Next, we aimed to measure the readability of each match analysis to test if it correlates to the outcome of a pick. To measure the syntactic readability of texts, several measures have been used in research (Khawaja et al., 2010). We selected the Flesch-Reading-Ease (FRE) to capture the readability of the picks since this score combines language complexity measurements, such as the average sentence lengths and the average syllables per word, into one number (Flesch, 1943). The score has been widely used before to determine the readability of a message in computer-mediated communication (e.g., Walther (2007)) or for measuring the readability of posts in online forums (e.g., Wambgsanss and Fromm (2019)). We used the following formula:

\[
Flesch Reading Ease = 206.835 - (1.015 \times asl) - (84.6 \times asw)
\]

asl: average sentence length of a response, asw: average syllables per word
The scores of our answers ranged from 0 to 120.20. The higher the FRE score was, the better the readability of the match analysis. The FRE was used to test our hypothesis H2b. Moreover, we aimed to test the specificity of information in a given pick. Therefore, we retrieved a dictionary of domain-related vocabularies from “word net” (Princeton University, 2019), representing related words for sports injuries. We controlled if the word stem of any token in a pick matches the word stem of any word in our dictionary. For stemming the tokens of our picks and the dictionary entries, we used the English Porter Stemmer provided by NLTK by Bird et al. (2009).

For the validation of H3, we used the number of followers as a variable that measures the community-related crowd characteristics extracted from Blogabet.com.

To measure the success of a published pick, we chose the pick outcome in terms of whether a tipster won or lost the pick. We chose the outcome of the pick as our dependent variable, as it is the performance measure used by tipsters in practice and, therefore, can be applied as a proxy for the quality of the pick and in turn helps to extract the wisdom of the crowd.

**Table 1**

*Three Examples of a Published Pick and their Corresponding Variables*

<table>
<thead>
<tr>
<th>Textual Match Analysis</th>
<th>Pick Outcome</th>
<th>Implied Win Probability</th>
<th>Prior Experience</th>
<th>Past Performance</th>
<th>Location</th>
<th>Length</th>
<th>Readability</th>
<th>Specificity</th>
<th># Followers</th>
</tr>
</thead>
<tbody>
<tr>
<td>United has got a lot of injured player, Arsenal have got a high quality attacker players...</td>
<td>Win</td>
<td>47.62%</td>
<td>108</td>
<td>2%</td>
<td>0</td>
<td>8</td>
<td>55.97</td>
<td>1</td>
<td>14,464</td>
</tr>
<tr>
<td>I think Leganes wants this game much more. They are strong in their home. Even the games they lost in their home they played pretty well. Leganes has the momentum and the passion to win this game. Possible scores 1-0 / 2-1</td>
<td>Loss</td>
<td>27.78%</td>
<td>435</td>
<td>7%</td>
<td>0</td>
<td>22</td>
<td>98.55</td>
<td>0</td>
<td>133</td>
</tr>
<tr>
<td>-</td>
<td>Win</td>
<td>55.56%</td>
<td>1,769</td>
<td>-4%</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

**Data Mining and Evaluation**

The last step of our adjusted KDD included the data mining and evaluation phase. As described, to examine if there is wisdom in a crowd of an online tipster community that can be used to improve betting returns, we averaged and compared the implied win probability of the odds set by the bookmakers with the actual win percentage of the picks proposed by tipsters. The difference between both variables indicates whether there is
wisdom in a crowd of an online tipster community that can be used to improve betting returns (see, Brown and Reade (2019)). To identify specific characteristics that are indicators for smarter sub-crowds within the overall crowd of an online tipster community, we measured the impact of the abovementioned variables on the outcome of the pick. In our data set, a particular tipster produces multiple data points (i.e., picks) over time. Therefore, traditional statistical approaches (e.g., linear/logistic regressions or analysis of variance) are of limited use because of restrictive assumptions concerning the variance-covariance structure of the repeated measures in longitudinal data sets (Hedeker & Gibbons, 2006; Laird & Ware, 1982). For instance, (1) error terms that are correlating with each other or (2) variances that lead to different sources of heterogeneity (e.g., between tipsters or within a tipster themselves) (Fitzmaurice et al., 2012). To deal with these challenges and to predict dichotomous outcome variables (i.e., binary outcome variables), researchers commonly use MELRs when observations are correlated. MELRs have shown to be sensitive and statistically powerful while dealing with longitudinal data sets as well as missing values in various theoretical as well as practical studies (e.g., Vermunt (2005)). Therefore, we believe that an MELR guarantees robustness and reliability to test H1 to H3 in our study. For our analysis, we scaled the values of our data set to meet the requirements of the lme4 MELR R package version 1.7 as proposed by Bates et al. (2014).

**Results and Discussion**

This study set out with the aim of assessing whether (1) there is wisdom in the crowd of an online tipster community that can be used to improve betting returns and whether (2) we can identify specific characteristics that are indicators for smarter sub-crowds of an online tipster community. To validate our hypotheses, as mentioned, a comparison of the implied win probability with the actual win percentage of the picks and an MELR was conducted. The detailed results, including a discussion, are presented in the subsections below.

**Descriptive Statistical Results**

Our final data set comprised 3,484 tipsters, who published a total of 1,534,041 picks (see, Table 2 for an overview of the descriptive statistics). Overall, the results showed that 797,769 or 52.00% out of the total 1,534,041 picks had a positive pick outcome (i.e., the tipster won the pick). In contrast, the averaged implied win probability set by the bookmakers of all picks was only 48.71%. The difference is 3.29%. Extrapolating
from this, we can prove that there is indeed wisdom in the crowd of an online tipster community that can be used to improve betting returns. In this vein, Figure 6 shows a detailed overview of the relationship between the implied win probability, the number of picks and the pick outcome. In 67,024 picks, or to put it differently, in 4.44% of the overall analysed picks, tipsters included a textual match analysis. These picks showed an actual win percentage of 54.90%. In contrast to the averaged implied win probability of 50.54%. The difference, that is 4.36%, indicates that the subset of picks which included a textual match analysis achieved even better results than the overall dataset including all picks. Out of the total 1,534,041 picks, 205,039 picks (or 13.37%) were played in the local home country of the tipster who published the pick. 55.54% of these picks had a positive pick outcome, in contrast to an average implied win probability of 50.55%. The difference is the largest (4.99%), indicating that smarter crowds publish picks in their home country.

Tipsters' prior experience showed a mean of 478 published picks. They were registered on Blogabet.com for a mean of 2.83 years. Furthermore, tipsters had average yields of 3.97%, indicating a positive past performance of the majority of tipsters in our data set. The length of picks that included a textual match analysis showed a mean of 19.95. While the readability score of these picks presented a mean of 82.89, the specificity score showed a mean of 0.07. The community's feedback, in the form of the number of followers for each tipster included in our data set, showed a mean of 66.

**Table 2**

*Descriptive Statistics of the Final Data Set*

<table>
<thead>
<tr>
<th>Data Set Overview</th>
<th>Overall</th>
<th>Including Textual Match Analysis</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tipsters = 3,484</td>
<td>1,534,041</td>
<td>67,024 (4.44%)</td>
<td>205,039 (13.37%)</td>
</tr>
<tr>
<td>Actual Loss Percentage</td>
<td>48.00% (736,272)</td>
<td>45.10% (30,225)</td>
<td>44.46% (91,168)</td>
</tr>
<tr>
<td>Actual Win Percentage</td>
<td>52.00% (797,769)</td>
<td>54.90% (36,799)</td>
<td>55.54% (113,871)</td>
</tr>
<tr>
<td>Av. Implied Win Probability</td>
<td>48.71%</td>
<td>50.54%</td>
<td>50.55%</td>
</tr>
<tr>
<td>Difference*</td>
<td>3.29%</td>
<td>4.36%</td>
<td>4.99%</td>
</tr>
<tr>
<td>Contributor Characteristics</td>
<td>Mean</td>
<td>SD</td>
<td>Min</td>
</tr>
<tr>
<td>Prior Experience</td>
<td>477.63</td>
<td>417.44</td>
<td>100</td>
</tr>
<tr>
<td>Past Performance</td>
<td>3.97%</td>
<td>11.03%</td>
<td>-96%</td>
</tr>
<tr>
<td>Content Characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>19.95</td>
<td>22.73</td>
<td>0</td>
</tr>
<tr>
<td>Readability</td>
<td>82.89</td>
<td>16.60</td>
<td>0</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.07</td>
<td>0.31</td>
<td>0</td>
</tr>
<tr>
<td>Community Characteristics</td>
<td>Number of followers</td>
<td>65.82</td>
<td>254.99</td>
</tr>
</tbody>
</table>

*The difference is calculated as: Actual Win Percentage – Av. Implied Win Probability

SD = Standard deviation
Evaluating Contributor-Related Crowd Characteristics

The first hypothesis proposed in this study was that the characteristics of the crowd in terms of its prior experience (H1a), its past performance (H1b) and its location (H1c) are positively related to correctly predicting the pick outcome. As Figure 7 and Table 3 show, the results of our performed MELR for the prior experience variable were significant at the p < 0.01 level and for the past performance variable highly significant at the p < 0.001 level. These findings confirm that prior experience (H1a) and past performance (H1b) are significant indicators of a smarter sub-crowd in an online tipster community that possesses expertise and knowledge and, thus, is likely to propose additional successful future picks.

These results stand in contrast to the only study by Brown and Reade (2019) that also investigated the wisdom of a crowd effect in a realistic real-world online tipster community setting. In their study, Brown and Reade (2019) concluded that sub-crowds that are evaluated based on prior experience (more past tips) or past performance (higher historical returns on their tips) did not achieve better accuracy than the overall crowd in an online tipster community. Brown and Reade (2019) defined their crowd of
experienced tipsters as “those who have previously lodged more tips than the median tipster who lodged a tip on the same event” (Brown & Reade, 2019, p. 3). Likewise, they defined a skilled crowd as “those who have, at the time, a higher hypothetical return on their tips than the median tipster who lodged a tip on the same event” (Brown & Reade, 2019). We believe that classifying tipsters on an event basis involves several risks: First, depending on which specific event is analysed, the threshold for being classified as an experienced/skilled or as an inexperienced/unskilled tipster can vary drastically. Second, therefore, it is likely that the same tipster is classified once in the crowd of experienced/skilled tipsters and once in the crowd of inexperienced/unskilled tipsters, depending on which other tipsters it is compared with. As a consequence, the data set will have dependencies in its observations. Thus, we believe that a Mincer-Zarnowitz regression, which was applied in Brown and Reade’s study, is not appropriate for such an analysis. To handle the abovementioned risks, we applied an MELR and implemented specific inclusion and exclusion criteria (see, Subsection 4.1) to our final data set. Therefore, we think that our results are reliable as they stand in line with previous findings on the wisdom-of-crowds effects (e.g., Budescu and Chen (2015), Goldstein et al. (2014), or Lamberson and Page (2012)). In this vein, we assume that although sports betting is often associated with gambling tipsters improve their betting performance over time as they become more experienced and skilled (Levitt et al., 2012).

It was also hypothesised that a crowd of tipsters could be smarter based on its location (H1c). In detail, we expected that tipsters that bet on games played in their local home country would have more detailed information and expertise about the game and hence are more likely to propose additional information for successful future picks. The findings of our analysis showed significance at the p < 0.001 level (see, Table 3). Thus, H1c can also be confirmed. Prior studies have commonly reported that they did not find any evidence that crowds are smarter based on demographics (e.g., de Oliveira and Nisbett (2018) or van Dijk et al. (2012)). In our opinion, one can assume that the sports betting market differs from the previously conducted studies for two reasons: First, in an online tipster community, many tipsters specialise themselves, for example, on one specific type of sport or a specific sports league within a specific country. In turn, these specialised tipsters have a higher likelihood to have information that is not included in bookmakers’ odds and consequently are more likely to propose additional successful future picks. Second, the sports betting market is characterised by information asymmetries (Brown & Reade, 2019; Elaad et al., 2019). These asymmetries are often triggered by insider information as well as game manipulations, which can even be
multiplied in specific contexts, such as marginal sports, individual sports types and lower country-specific sports leagues (Peurala, 2013). Our findings, therefore, are consistent with previous studies that have shown that the wisdom-of-crowds effect is even stronger when less public information is available in the market (e.g., Da & Huang, 2019).

Evaluating Content-Related Crowd Characteristics

The second hypothesis in this study hypothesised that the characteristics of the crowd’s textual match analyses in terms of its length (H2a), its readability (H2b) and its specificity (H2c) are positively related to correctly predicting the pick outcome. Content-related textual features are commonly discussed in related literature streams to extract the wisdom out of a crowd and have proved evidence of the high value of this type of crowd wisdom (e.g., Chen et al. (2014), Klein and Garcia (2015), or Rhyn and Blohm (2019)). Thus, we expected similar results in our study. However, the findings of our study did not support previous research (see, Table 3). Neither the length nor the readability and specificity variable could achieve any significant results. Therefore, we must reject H2a, H2b and H2c. Several factors could explain this observation: First, on Blogabet.com it is possible to only allow access to picks on a paid basis. When collecting the data set, we noticed that some of the tipsters who offered their picks on a paid basis deleted their match analysis after the game of a particular pick was played. A reason for that could be that they did not want to give insights into their betting strategies to the whole community as historical picks are publicly available to all members. Second, it is reasonable to assume that the picks that did not include a detailed textual match analysis are also elaborated carefully as tipsters in an online tipster community are intrinsically motivated enough to induce accurate picks (see, Section 2). We, therefore, assume that our online tipster community setting differs from other settings investigated so far in that, for example, in contrast to an idea selection context, no detailed textual match analysis needs to be included in a pick. However, although the results of this study were not significant for H2, we are still convinced that tipsters’ textual match analyses provide a valuable information source to extract the wisdom of an online tipster community. Therefore, more research on this topic needs to be conducted.

Evaluating Community-Related Crowd Characteristics

The last hypothesis (H3) stated that the feedback and the reaction of the community in terms of the number of followers for a specific tipster is positively related to correctly
predicting the pick outcome. We assumed that the number of followers can be seen as a proxy for the communities’ satisfaction with a specific tipster. Members of an online tipster community look for tipsters that publish picks that will help them to improve their betting returns. Therefore, they start following certain tipsters to monitor their published picks. This, in turn, leads to even more members being attracted, as other members also trust the tipsters with the most followers. In this sense, the tipsters in our study on Blogabet.com are ordered by default according to the number of followers. The results showed evidence for this hypothesis at the p < 0.01 level (see, Figure 7 and Table 3). This finding broadly supports the work of other studies from, for instance, product innovation in which positive feedback measured as the number of likes or the number of positive ratings have shown evidence to be a significant indicator for idea generation (e.g., Hoornaert et al. (2017)). While this finding is supported by previous studies in different contexts, it would be worthwhile to investigate whether the feedback and reaction of the community can also be used to improve pick forecasts. For example, it would be interesting to investigate if comments on a particular pick that are discussed on Blogabet.com contain information that is not included in the previously published pick, which could, in turn, improve the picks’ forecasts.

Figure 7

Research Model Including Statistical Results of Conducted MELR
Table 3

**Results of the MELRs**

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-1.999***</td>
<td>-1.995***</td>
<td>-2.074***</td>
<td>-2.005***</td>
<td>-1.999***</td>
<td>-1.999***</td>
<td>-1.999***</td>
<td>-1.999***</td>
<td>-1.999***</td>
<td>-1.995***</td>
<td>-2.077***</td>
</tr>
<tr>
<td></td>
<td>(0.0088)</td>
<td>(0.0089)</td>
<td>(0.0081)</td>
<td>(0.0087)</td>
<td>(0.0087)</td>
<td>(0.0087)</td>
<td>(0.0088)</td>
<td>(0.0087)</td>
<td>(0.0088)</td>
<td>(0.0087)</td>
<td>(0.0081)</td>
</tr>
<tr>
<td></td>
<td>(0.0163)</td>
<td>(0.0162)</td>
<td>(0.0155)</td>
<td>(0.0162)</td>
<td>(0.0153)</td>
<td>(0.0162)</td>
<td>(0.0162)</td>
<td>(0.0163)</td>
<td>(0.0161)</td>
<td>(0.0153)</td>
<td>(0.0153)</td>
</tr>
<tr>
<td>Prior Experience</td>
<td>0.0085*</td>
<td>0.0105***</td>
<td>0.0105***</td>
<td>0.0086**</td>
<td>0.0105***</td>
<td>0.0105***</td>
<td>0.0105***</td>
<td>0.0105***</td>
<td>0.0105***</td>
<td>0.0105***</td>
<td>0.0105***</td>
</tr>
<tr>
<td></td>
<td>(0.0041)</td>
<td>(0.0027)</td>
<td>(0.0027)</td>
<td>(0.0056)</td>
<td>(0.0027)</td>
<td>(0.0027)</td>
<td>(0.0027)</td>
<td>(0.0027)</td>
<td>(0.0027)</td>
<td>(0.0027)</td>
<td>(0.0027)</td>
</tr>
<tr>
<td>Past Performance</td>
<td>1.430***</td>
<td>1.426***</td>
<td>1.426***</td>
<td>1.4070***</td>
<td>1.426***</td>
<td>1.426***</td>
<td>1.426***</td>
<td>1.426***</td>
<td>1.426***</td>
<td>1.426***</td>
<td>1.426***</td>
</tr>
<tr>
<td></td>
<td>(0.0255)</td>
<td>(0.0252)</td>
<td>(0.0252)</td>
<td>(0.0258)</td>
<td>(0.0252)</td>
<td>(0.0252)</td>
<td>(0.0252)</td>
<td>(0.0252)</td>
<td>(0.0252)</td>
<td>(0.0252)</td>
<td>(0.0252)</td>
</tr>
<tr>
<td>Location</td>
<td>0.0553***</td>
<td>0.0581***</td>
<td>0.0553***</td>
<td>0.0581***</td>
<td>0.0553***</td>
<td>0.0581***</td>
<td>0.0581***</td>
<td>0.0581***</td>
<td>0.0581***</td>
<td>0.0581***</td>
<td>0.0581***</td>
</tr>
<tr>
<td></td>
<td>(0.0060)</td>
<td>(0.0056)</td>
<td>(0.0060)</td>
<td>(0.0056)</td>
<td>(0.0060)</td>
<td>(0.0056)</td>
<td>(0.0056)</td>
<td>(0.0056)</td>
<td>(0.0056)</td>
<td>(0.0056)</td>
<td>(0.0056)</td>
</tr>
<tr>
<td>Length</td>
<td></td>
<td></td>
<td></td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.0019)</td>
<td>(0.0019)</td>
<td>(0.0019)</td>
<td>(0.0019)</td>
<td>(0.0019)</td>
<td>(0.0019)</td>
<td>(0.0019)</td>
<td>(0.0019)</td>
</tr>
<tr>
<td>Readability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0006</td>
<td>0.0008</td>
<td>0.0008</td>
<td>0.0008</td>
<td>0.0008</td>
<td>0.0008</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.0019)</td>
<td>(0.0023)</td>
<td>(0.0023)</td>
<td>(0.0023)</td>
<td>(0.0023)</td>
<td>(0.0023)</td>
<td>(0.0023)</td>
</tr>
<tr>
<td>Specificity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0259</td>
<td>0.0281</td>
<td>0.0281</td>
<td>0.0281</td>
<td>0.0281</td>
<td>0.0281</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.0260)</td>
<td>(0.0273)</td>
<td>(0.0273)</td>
<td>(0.0273)</td>
<td>(0.0273)</td>
<td>(0.0273)</td>
</tr>
<tr>
<td># Followers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0590***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.0044)</td>
</tr>
<tr>
<td>Random Effect Tipster Intercept Variance</td>
<td>0.0257</td>
<td>0.0257</td>
<td>0.0079</td>
<td>0.0251</td>
<td>0.0073</td>
<td>0.0258</td>
<td>0.0258</td>
<td>0.0258</td>
<td>0.0258</td>
<td>0.0236</td>
<td>0.0073</td>
</tr>
<tr>
<td>AIC</td>
<td>2,008,580</td>
<td>2,008,578</td>
<td>2,006,294</td>
<td>2,008,498</td>
<td>2,006,174</td>
<td>2,008,582</td>
<td>2,008,582</td>
<td>2,008,582</td>
<td>2,008,582</td>
<td>2,008,585</td>
<td>2,006,169</td>
</tr>
</tbody>
</table>

Significance with * = p < .05 / ** = p < .01 / *** = p < .001

Logit scale regression coefficients followed by their standard errors in brackets.

An MELR was conducted on various models for this analysis, considering the pick outcome as the binary dependent variable. In models (2)-(4), (6)-(8) & (10) each of our explanatory variables was tested individually, whereas model (5) & (9) show the combined contributor and content variables, respectively. Finally, in model (11) an MELR was conducted with all our independent variables. To explain their relative explanatory power and model fit, we added the variance of the random effect intercept (tipsters) and the Akaike Information Criterion (AIC).
Implications, Future Research and Limitations

To investigate whether (1) there is wisdom in a crowd of an online tipster community that can be used to improve betting returns and whether (2) we can identify specific characteristics that are indicators for smarter sub-crowds within the overcall crowd of an online tipster community, we developed a realistic real-world setting and extracted 1,534,041 picks which stem from 3,484 tipsters on Blogabet.com. The results showed that 797,769 or 52.00% out of the total of 1,534,041 picks had a positive pick outcome (i.e., the tipster won the pick). In contrast, the averaged implied win probability set by the bookmakers of all picks was only 48.71%. The difference is 3.29%. Similarly, tipsters had average yields of 3.97%, indicating a positive past performance of the majority of tipsters in our data set. Extrapolating from both of these findings, we can confirm that there is indeed wisdom in the crowd of an online tipster community that can be used to improve betting returns. To identify specific characteristics that are indicators for smarter sub-crowds of an online tipster community, we developed three hypotheses in accordance with the three sources of information (the “3Cs”) available in online communities as proposed by Hoornaert et al. (2017). The results of our MELR confirmed H1 that contributor-related crowd characteristics (i.e., prior experience, past performance and the location) are significantly positively related to correctly predicting the pick outcome. For H2, we assumed that content-related characteristics (i.e., a detailed textual match analysis) of the crowd’s picks in terms of its length, its readability and its specificity are positively related to correctly predicting the outcome of a pick. Content-related textual features have proven to be valuable in extracting the wisdom of online crowds in various contexts (e.g., Klein and Garcia (2015) or Ma et al. (2019)). However, we were not able to achieve any significant results for any content-related crowd characteristics in our study. Thus, we must reject H2. The last hypothesis (H3) stated that the feedback and the reaction of the community in terms of the number of followers for certain tipsters is positively related to the correct prediction of the pick outcome. This study showed significant results to confirm this hypothesis.

From an academic perspective, the contribution of this study is twofold: First, this study contributes to the literature stream of technological innovations in sports-based entrepreneurship and especially to online sports communities (see, Ratten (2011)). We proposed the second study, which applied the wisdom-of-crowds effect in a realistic real-world online tipster community setting and demonstrated that there is indeed wisdom in online tipster communities by analysing TGC. In doing so, we identified four characteristics, that is, prior experience, past performance, the location as well as the
number of followers, that are significant indicators for smarter sub-crowds within a community of online tipsters. These findings stand in contrast to the only other study conducted by Brown and Reade (2019), which also used data from an online tipster community. In future research, a closer look at the proposed characteristics could become relevant in identifying whether more successful crowds focus on, for instance, specific types of sports such as marginal sport types, lower country-specific sports leagues or individual vs. team sports. Likewise, although we were not able to achieve any significant results for any content-related crowd characteristics, we are still convinced that tipster-generated detailed textual match analyses provide a valuable information source to extract the wisdom of an online tipster community. Therefore, more research on this topic needs to be undertaken. Second, our results provide important insights into the value of user-generated content and the dynamics and the wisdom of online communities in general and, therefore, go beyond the sports literature. In this vein, this study proposes a set of variables to academia that explains specific characteristics that are indicators for smarter sub-crowds in online communities that should be studied in different contexts in future research. Especially the demographic variable, that is, the location of a crowd member, should be used by researchers in future studies since prior studies did not find any evidence for demographic characteristics within smarter sub-crowds (e.g., de Oliveira and Nisbett (2018) and van Dijk et al. (2012)). For example, in a financial market context. We further contribute to research as well as practice by making a novel, comprehensive, reliable and high-quality data set publicly available that provides many possibilities for future research. From a practical perspective, the contributions are especially relevant for bookmakers and tipsters. On the one hand, we empirically demonstrated how digital technologies such as data analytics solutions can be beneficially implemented to extract the wisdom of online sports communities (Gruettner, 2019; Ratten, 2017). Thus, we provide a concrete example that can be used by bookmakers and tipsters to either protect themselves from losses or to improve their betting returns. In this vein, bookmakers can understand our results as a wake-up call to have a closer look at online tipster communities. For instance, bookmakers can use our findings to identify those crowds of tipsters that are most successful or influential in online tipster communities. In turn, they can adjust their odds directly after specific crowds of tipsters have published a pick. This provides them with an early protection system against losses. To do so, they can either build a dashboard that monitors online tipster communities for specific crowds of tipsters or they can build a prediction model based on machine learning algorithms and our published data set that classifies individual pick outcomes. On the other hand, this
study shows that tipsters can improve their betting returns using the wisdom of an online tipster community. Tipsters can, for example, adjust their betting strategies using our identified four characteristics of smarter sub-crowds to identify crowds of tipsters that publish the most valuable picks in online tipster communities. To generalise our study, organisations of any type that are currently racing towards extracting insights from user-generated content should be encouraged to use our findings to leverage user-generated content in their businesses (Byrum & Bingham, 2016).

This study is not free from limitations: First, online tipster communities such as Blogabet.com enable tipsters to observe the picks of others. Tipsters, thus, may be influenced which would lead in some cases to correlated forecast errors and an inferior crowd forecast. Similarly, this presents an issue for researchers as we cannot disentangle individuals’ beliefs from the crowd’s beliefs. Second, we believe that the lack of further control variables could be a limitation. Third, we used a specific set of Python libraries and pre-trained techniques (such as language detection). The accuracy of the techniques is limited to a certain degree; however, we believe that our results display the overall notion of the data. Last, we only investigated the positive impact of crowd characteristics on the outcome of a pick. It should also be investigated whether there are characteristics of crowds that indicate negative performances in terms of betting returns.

**Conclusion**

By investigating a real-world online tipster community from Blogabet.com, we analysed whether (1) crowd prediction can be used to improve sports betting returns and whether (2) there are specific characteristics that are indicators for smarter sub-crowds within such communities of sports tipsters. For research and practice, the conducted analyses showed evidence that such communities indeed contain wisdom which can be used to improve betting returns (tipsters won 3.29% more picks than the implied win probability set by bookmakers and produced average yields of 3.97%). We further identified four characteristics, that is, prior experience, past performance, the location as well as the number of followers that are significant positive indicators for correctly predicting the pick outcome and, thus, are characteristics which are typical for smarter sub-crowds. Our results provide important insights into user-generated content and the dynamic and the wisdom of online communities in general and, therefore, go beyond the sports literature. Future research should either try to identify further characteristics of successful sub-crowds or should concentrate on the proposed set of variables of this study and apply it to different research settings. Similarly, future research should dive
deeper into whether tipster-generated textual match analyses provide a valuable information source to extract wisdom, which did not show any significant results in this study. Our results are especially relevant to bookmakers and tipsters, who either want to protect themselves from losses or want to improve their betting returns.
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Abstract

The unbreakable boundary between the physical and online world in sports is getting blurry. In turn, the glamour of sports moves to a global digital spotlight. Sports organizations try to seize this opportunity to digitally attract international fans by utilizing social media. However, they currently lack an understanding of the sports content drivers to enhance fan engagement and how to interact with international fans due to cross-cultural effects. We build upon consumer engagement theory and link sports organizations’ brand attributes with the concept of visual emotional and informational appeals. Our experiment demonstrated: it is crucial for sports organizations to understand how to adjust visual appeals to maximize content effectiveness, as our analyses yielded evidence that emotional appeals have a significant positive effect on fan engagement. Furthermore, the results showed that the relationship between sports content, visual appeals, and fan engagement is significantly moderated by cross-cultural and media type effects.
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Introduction

Professional sports has become a billion-dollar business that attracts millions of sports consumers, so-called fans, around the globe. For instance, in the 2017/2018 season of the German football Bundesliga around 550,000 fans a week attended the match of their favorite club live in the stadium (Deutscher Fußball-Bund [DFB], 2018). However, in recent years, the seemingly unbreakable boundary between the physical world and the online world in sports has been getting blurry. In turn, the glamour of sports moves more and more towards a global digital spotlight. For instance, as noted by Nasser Al-Khelaifi (President of Paris Saint-Germain Football Club), “The world today is a direct, digital world. It has taken 50 years to make Real Madrid a world club. Now you can do it in five years” (11Freunde, 2020, p.4). Sports organizations, such as associations and clubs, try to seize this opportunity to digitally attract new international fans beyond their traditional local fan base by utilizing social media. Social media removes geographical barriers of traditional media outlets, so they transcend both temporal and geographical constraints to enable sports organizations to directly engage with fans on a worldwide basis outside of a traditional home market. As a result, social media has enabled novel marketing strategies that offer innovative experiences and interactions to build and
deepen unique relationships between sports organizations and international fans (Xiao et al., 2017).

Social media offers sports organizations the freedom to design and communicate a broad spectrum of sports content (e.g., fan stories, player portraits, or sports highlights, and news) in a variety of different media types (e.g., texts, photos, or videos). Previous research from related literature streams has shown that such multimedia content can be instrumental on social media because content is an important driver of consumer engagement (Ordenes et al., 2019). In a sports context, it was demonstrated that high fan engagement on social media impacts key organizational performance outcomes such as ticket and merchandise sales and fan loyalty (Vale & Fernandes, 2018). However, while the freedom to use multimedia content on social media is favorable to enhance fan engagement in general, there is limited understanding of the sports content drivers that can enhance fan engagement. For instance, does a video that shows a goal scored by a world-class striker lead to higher fan engagement than a photo that shows the flag-waving fans of a club on social media? On top of that, although many sports organizations face the challenge of globalizing their businesses and researchers call for such investigations, sports organizations currently lack an understanding of how to interact with new international fans due to cross-cultural effects such as a geographical heterogeneity and cross-cultural behaviors (e.g., attitudes and values) (e.g., Achen et al. (2018), Romney and Johnson (2020), or Vale & Fernandes (2018)). Yet, research on social media content drivers and their impact on a global level is still scarce and needs further exploration – in research in general (Akpinar & Berger, 2017; Rietveld et al., 2020) and in the sports context in particular. Therefore, we tackle the following two research questions (RQs) in this paper:

**RQ1:** What are the sports content drivers to enhance fan engagement on social media?

**RQ2:** How do cross-cultural effects moderate the relationship between sports content drivers and fan engagement?

We conducted a joint research project with the DFL Digital Sports GmbH (DFL DS). DFL DS is responsible for the entire social media content of the German Bundesliga, including the Bundesliga and Bundesliga 2 leagues. We build upon consumer engagement theory (CET) as proposed by Pansari and Kumar (2017) and link sports organizations’ brand attributes with the concept of visual emotional and informational appeals and tested our research model in an experiment using a between-subjects design with four treatments ($N = 167$). For researchers, we propose a unique research model to
academia that should be extended and adjusted to different contexts. For social media practitioners, our study provides guidelines on how to create influential social media content to maximize content effectiveness. The remainder of this paper is structured as follows: Section 2 introduces the theoretical background and related work. Our research model and hypotheses as well as the method are described in Section 3. Section 4 presents our findings as well as the discussion. We then propose the implications, avenues for future research, and the limitations in Section 5. Finally, we conclude our paper in Section 6.

**Theoretical Background & Related Work**

**Fan Engagement on Social Media**

The advent of social media has had a profound impact on how people consume sports, as it offers an interactive channel between fans and the sports itself. We define social media as being made up of various user-driven platforms, so-called social networking sites (SNSs) (e.g., Facebook, Instagram, or TikTok), that facilitate a diffusion of compelling content, dialog, creation, and communication to a broader audience (Kapoor et al., 2018). Social media offers sports organizations the possibility to design and communicate a broad spectrum of sports content in a variety of different media types. Previous research has shown that such multimedia content can be instrumental on social media because content is an important driver of consumer engagement (Ordenes et al., 2019). Engagement on social media has been studied extensively by practitioners as well as in various academic disciplines including Information Systems (IS) research in recent years (e.g., Liu et al. (2020)). However, there is no common consensus on how engagement should be defined in academia yet. As a result, there are variations in the nomenclature as well as in its conceptualization of engagement. In this paper, we draw on CET, which was proposed by Pansari and Kumar (2017) to provide a holistic definition of consumer engagement. The theory suggests that consumers’ brand- or firm-related experiences influence their emotional or affective states, which then influence the nature of their direct and indirect engagement with firms (Pansari & Kumar, 2017). For example, the viewing experience of advertising can lead to consumers’ positive attitude towards a product, which, in turn, leads to direct engagement that can occur in the form of purchases or to indirect engagement in the form of social media conversations consumers have about the brand.
Consumer engagement has proven to be beneficial for organizations in different practical and theoretical endeavors. For instance, a positive impact on firm performance has been reported in terms of financial returns and shareholder value (e.g., Rietveld et al. (2020)). In a sports context, it was demonstrated that high fan engagement on social media impacts organizational performance outcomes such as brand awareness, ticket and merchandise sales, and fan loyalty (Vale & Fernandes, 2018). Accordingly, it is important for sports organizations to understand what kind of social media sports content enhances fan engagement. Researchers have investigated both (1) “what” content sports organizations post on social media (e.g., Aichner (2019)) and (2) “why” – the motives – fans consume sports content on social media (e.g., Vale and Fernandes (2018)). For a detailed literature review on social media in the field of sports, see, Filo et al. (2015). However, although many sports organizations currently face the challenge of globalizing their businesses and researchers call for such investigations, little research has elaborated on the social media sports content drivers that lead to high fan engagement and in particular in an international sports context in which fans differ due to cross-cultural effects such as a geographical heterogeneity and cross-cultural behaviors (e.g., attitudes and values) (e.g., Achen et al. (2018), Romney and Johnson (2020), or Vale and Fernandes (2018)).

To close this gap, we build upon Parganas et al. (2015), who developed a sports organization-branding model that is based on Keller's (1993) well-known hierarchy of brand associations (i.e., attributes, attitudes, and benefits). Parganas et al. (2015) argued that sports organizations contain specific brand attributes that can be controlled and used in order to influence fan engagement. Their model is constituted of two categories that are adjusted to the context of this study as follows: (1) product-related attributes – that is, those attributes that originate from the actual game on-site the field of play, for example, player skills or match highlights (see, Figure 1); (2) non-product-related attributes that originate from off-site the actual field of play and are relevant for the consumption of sports, such as figures and statistics or fan cultures (see, Figure 2). In this paper, we link this distinction between product-related and non-product-related attributes to social media sports content categories to identify social media sports content drivers that can enhance fan engagement.
Visual Appeals as Drivers for Social Media Fan Engagement

The past few years have witnessed a shift in social media from text-centric to visually oriented content (i.e., photos and videos). According to the extensive visual advertising literature, visual components can affect cognitive (e.g., attention, attitude, or preference) and behavioral (e.g., clicks, purchase intention, or sales) processes (Li & Xie, 2020). To examine and to understand what kind of visual content enhances consumer engagement on social media, scholarly research from the marketing discipline has adopted and utilized emotional and informational visual appeals included in social media content (e.g., Akpinar and Berger (2017), Li and Xie (2020), Rietveld et al. (2020), or Yoo and MacInnis (2005)). Visual appeals operate under the assumption that message content in terms of its emotional and informational appeals emerges as a key driver of engagement behavior. We adopt the emotional versus informational appeals distinction and define emotional appeals as visual post content designed to invoke consumers' emotions. Emotional appeals are designed to make the consumer feel good about the brand or product and can lead to positive reactions (Goldberg & Gorn, 1987). Therefore, emotions can motivate and persuade consumers and often guide attitude formation and consumer behavior (Bagozzi et al., 1999). Informational appeals, on the other hand, are
defined as visual post content designed to appeal to a consumers' rationality by providing information on the benefits and attributes of brands and products (Yoo & MacInnis, 2005). Informational appeals are designed to invoke cognitive processing by using objective information describing a brand's benefits (MacInnis et al., 2002). Informational appeals aim to change a consumer's brand beliefs based on arguments conveyed in the message content (MacInnis et al., 2002; Rietveld et al., 2020). The distinction between emotional and informational appeals has been proven to offer a meaningful lens for studying the effect of message content on engagement behavior in different offline and online applications. For instance, Akpinar and Berger (2017) found that online ads with strong emotional appeals are more likely to be shared, while online ads with informational appeals drive brand evaluations and purchase. Similarly, Lee et al. (2018) found that adjusting emotional and informational appeals in content on Facebook leads to different brand-related outcomes. Two example photos with different emotional and informational visual appeals in a sports context are depicted in Figure 3 and Figure 4.

Given that visual appeals can be controlled and adjusted by sports organizations on social media, it is worth studying them to understand how sports content influences fan engagement. In this vein, Romney and Johnson (2020) performed a content analysis of photos of sports networks (e.g., ESPN and FOX Sports) on Instagram. The authors found that photos that contained emotional messages resulted in great interest and engagement by fans. However, our understanding of emotional and informational visual appeals in social media sports content is still limited. Therefore, we link social media sports content as described in the aforementioned section with the concept of emotional and informational visual appeals to identify sports content drivers that enhance fan engagement.
Cross-Cultural and Media Type Effects in Social Media Fan Engagement

Professional sports has become a global phenomenon. Hence, acknowledging the potential of cross-cultural effects is crucial for understanding the sports content drivers of fan engagement. The concept behind culture is not easy to define, although research on culture is abundant in academia today. The most widely used definition of culture in a national context stems from Geert Hofstede. Hofstede defines national culture as “its essence is collective mental programming: it is that part of our conditioning that we share with other members of our nation, region, or group but not with members of other nations, regions, or groups” (Hofstede, 1983, p. 76). Today, the concept of culture has been elaborated on in relation to dozens of nations and in dozens of different offline and online contexts. As a result, research commonly supports the view that online cultures mirror the offline cultures of which they are a product (Jackson & Wang, 2013). Fans can also be segmented culturally, socially, and demographically in terms of their engagement behaviors. This view is shared by Bouzdine-Chameeva et al. (2015), who stated that a population of fans is heterogeneous, with fans of different backgrounds or preferences differing fundamentally in the way they consume sports. For example, fans are different and distinct in their practices and cultures. Fans may exhibit distinct fandom levels, ranging from simply watching games to assuming the successes and losses of their club as their own (often referred to as self-identity). Thus, the degree of passion and emotional significance distinguishes fans (Fillis & Mackay, 2014). In this vein, Hu and Cole (2016) expressed that fans vary in the intensity with which they...
support their favorite team, with deeply loyal and ardent fans usually seeking very particular platforms to converse with. With these results in mind, it can be said that fans exhibit different levels of social and cultural attachment to sports. It can be assumed that these differences are even multiplied in an international fan context as the internet growth continues to shape fandom.

Similar to the cultural effects on social media fan engagement, previous research has shown that the media type in which multimedia content is presented on social media has a significant effect on engagement outcomes such as clicks, purchase intention, or sales. For example, Li and Xie (2020) found a significant and robust positive mere presence effect of photo content on user engagement on Twitter. The authors also found that high-quality and professionally shot pictures consistently lead to higher engagement. In a social media sports context, these findings raise questions, such as ‘Does a video that shows a world-class goal scored by a striker (i.e., sports content from the product-related sports content category) lead to a higher fan engagement than a photo that shows the flag-waving fans of a club (i.e., non-product-related sports content category)?’ To answer such questions, we included both cultural and media type effects in our research model, which is described in detail in the upcoming section.

In sum, CET, as described by Pansari and Kumar (2017), serves as an overarching theoretical perspective to ground our conceptual framework in. We furthermore build on related research into sports organizations’ brand attributes (Parganas et al., 2015) and the concept of emotional and informational visual appeals (Yoo & MacInnis, 2005). From a CET perspective, we argue that (1) sports organizations publish sports content on social media; (2) fans’ experiences with these content will be associated with fans’ affective states; (3) fans’ affective states will, in turn, influence the nature of their digital engagement with the content; (4) by managing visual emotional and informational appeals in their social media sports content, sports organizations can influence fans’ digital engagement; (5) this relationship between visual appeals and fan engagement is moderated by cross-cultural and media type effects. In other words, through their social media activities, sports organizations can send specific stimuli that lead to higher fan engagement taking into account that fans’ engagement behavior on social media is infused with their cultural values and influenced by media type effects.
Research Model and Hypotheses

Hypotheses Development

For the development of our research model (see, Figure 5), the following hypotheses are based on the concepts described in Section 2 as well as on related literature streams and are explained as follows.

According to Parganas et al. (2015), sports organizations contain specific brand attributes that can be controlled and used in order to influence fan engagement. In this paper, we follow the authors and classify social media sports content according to these attributes. In detail, we expect that product-related and non-product-related sports content triggers different levels of fans’ emotional and informational appeals. We assume that sports content that originates from the actual game on-site the field of play (i.e., product-related sports content) and shows, for example, skills or match highlights has a strong positive effect on the emotional appeals of fans, as this kind of sports content invokes fans' emotions. Hence, we state the following hypothesis:

**H1**: Product-related sports content has a stronger positive effect on emotional appeals than non-product-related sports content.

Similar to the abovementioned discussion about the emotional appeals, we assume that non-product-related sports content, that is, content that originates off-site the field of play and includes sports content related to figures and statistics or information about fan cultures, has a strong positive effect on the informational appeals of fans. Reasons for our hypothesis are that such a kind of sports content appeals to fans’ rationality and thus invokes cognitive processing. Consequently, we pose the following hypothesis for the non-product-related sports content:

**H2**: Non-product-related sports content has a stronger positive effect on informational appeals than product-related sports content.

In our study, emotional appeals are defined as visual post content designed to invoke fans' emotions. Emotional appeals have been proven to affect consumer behavior and enhance engagement in different offline and online contexts. For instance, Goldberg and Gorn (1987) demonstrated that emotional appeals can lead to engagement in the form of positive reactions by showing emotional TV commercials. Similarly, in Yoo and MacInnis (2005) it was demonstrated that ads with an emotional ad format strengthen positive feelings and thereby enhance the brand attitude format process positively. In an online social media context, Wang et al. (2019) found that emotional social media
content is a strong motivator for followers to repost content. Similarly, Rietveld et al. (2020) demonstrated that visual emotional and informational appeals encoded in brand-generated content influence consumer engagement in terms of likes and comments on Instagram. Following these previous findings, visual sports content that is composed of affective emotional appeals evokes arousal and thus is likely to affect fans’ digital engagement. That should be especially true in a sports context in which fans are mainly driven by emotions such as passion and social values rather than by rational evaluations (Gruettner, 2019). Therefore, one should expect that sports content with high emotional appeals is positively affecting fan engagement:

**H3:** Visual sports content with high emotional appeals has a positive effect on fan engagement.

Informational appeals are defined as visual post content designed to appeal to a consumers' rationality. On the one hand, evidence for a positive effect of informational appeals on engagement behavior has been shown with large, diverse samples (e.g., Akpinar and Berger (2017), Li and Xie (2020), or Yoo and MacInnis (2005)). These studies commonly report that content with high informational appeals can provide relevant information about a product, its use, and its benefits, thereby helping consumers to better evaluate it and thus leading to direct engagements in the form of, for instance, consumer purchases. On the other hand, previous findings contrast that a high informational effect can also have a negative effect on consumer engagement (e.g., Rietveld et al. (2020)). In this vein, Muntinga et al. (2011) argued that informational appeals may signal a persuasion attempt, which is incongruent with motivations to engage with brands on social media. In the context of this study, we are not dealing with consumer purchase decisions. In contrast, the sports content posted by sports organizations on social media aims to raise emotions, general interest, or to educate and inform fans (e.g., about performance data, standings, or transfers and injuries). As such data often changes on a daily/weekly basis, this information becomes highly relevant for fans. In this vein, various studies have shown that information gathering is one key motivation for fans to follow sports accounts on social media (e.g., Vale and Fernandes (2018)). Following the argumentation above, we assume that sports content with high informational appeals positively affects fan engagement:

**H4:** Visual sports content with high informational appeals has a positive effect on fan engagement.

Fans can be segmented culturally, socially, and demographically in terms of their engagement behaviors (see, Section 2.3). Therefore, we hypothesize that the relationship
between visual emotional/informational appeals and fan engagement is moderated by cross-cultural effects. Our reasoning is as follows: Consumer segments and cultural effects in online contexts have been investigated. Researchers commonly report that online cultures mirror offline cultures (Jackson & Wang, 2013). In a social media sports context, Billings et al. (2019) found that fans from China and the United States use social media for starkly contrasting motives. While fans from China used social media for camaraderie, entertainment, and maintaining relationships, fans from the United States used social media to express their fandom and to gain information. These results are in line with other studies such as Jackson and Wang (2013). In the context of this study, we assume similar results, that is, that cultural effects on the motives (e.g., entertainment, information, integration, and social interaction, or personal identity motives (see, Vale and Fernandes (2018)) to consume sports and the accompanied different levels of fandom will moderate how strongly fans perceive emotional and informational appeals in social media sports content and, in turn, have an effect on fan engagement. Accordingly, we pose the following hypotheses:

H5a: The relationship between sports content, visual emotional appeals, and fan engagement is moderated by cross-cultural effects.

H5b: The relationship between sports content, visual informational appeals, and fan engagement is moderated by cross-cultural effects.

Previous research has shown that multimedia content unleashes its emotional and informational appeals differently depending on the type of media (i.e., texts, photos, or videos) in which the content is presented. Therefore, we assume that media types moderate the relationship between sports content, emotional and information appeals, and fan engagement. Evidence for this assumption can be found, for instance, in Li and Xie (2020) who demonstrated that different media types have a significant effect on cognitive (e.g., attention, attitude, or preference) and behavioral engagement outcomes (e.g., clicks, purchase intention, or sales). Consequently, we include the media type in which the sports content is presented in our research model that moderates the relationship between sports content, emotional and informational appeals, and fan engagement:

H6a: The relationship between sports content, visual emotional appeals, and fan engagement is moderated by media type.

H6b: The relationship between sports content, visual informational appeals, and fan engagement is moderated by media type.
Figure 5
Research Model

Method

Experimental Design and Manipulations

This study is conducted in a joint research project with DFL DS. DFL DS is a subsidiary of the German Football League (DFL), the German national football federation. DFL DS is responsible for and operates the entire social media content of the German Bundesliga, including the Bundesliga and Bundesliga 2 leagues. Therefore, we chose the German Bundesliga as the research context of our study. The defined research model and hypotheses are tested in an experiment using a between-subjects design with four treatments. Subjects to collect data for validating or rejecting the hypotheses (H1 to H6) were collected through the official German Bundesliga channels (i.e., “www.Bundesliga.com”, "Bundesliga Official" on Facebook, and "bundesliga_en" on Instagram). In 2019, the official Bundesliga website (“www.Bundesliga.com”) had an active monthly user base of 1.74 million on average. “Bundesliga Official” recorded 7.7 million followers and “bundesliga_en” had 5.3 million followers at the time of our analysis (the numbers are as of 26 April 2020). To target subjects for our experiment, a banner/post targeting American and Indian citizens was shared on the abovementioned channels between 24 April 2020 and 29 April 2020 in which subjects were asked to take part in a survey to help the German Bundesliga improve their social media content. We chose India and the United States for two reasons. First, English is the official language...
in both countries. Therefore, it is guaranteed that we can use the same sports content for all subjects of the experiment. Second, both countries are international emerging markets with respect to their interest in football and are therefore interesting for sports organizations such as the DFL DS. We refrained from recruiting subjects, for example, through a lottery, because we wanted to have intrinsically motivated participants who could deliver reliable results. Subjects were then redirected to an external website to take part in the experiment. In the experiment, subjects were asked to evaluate social media sports content that had been previously posted on the official German Bundesliga social media channels. We only presented the concrete photos and videos of the previously published content and excluded captions and comments of other users. This guaranteed that we could measure the specific effects represented in our research model. The experiment consisted of six stages, which are described as follows and depicted in Figure 6.

**Figure 6**

*Experimental Design*

<table>
<thead>
<tr>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Filter</th>
<th>Stage 4</th>
<th>Stage 5</th>
<th>Stage 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction to Topic</td>
<td>Sociodemographics</td>
<td>Bundesliga Interests</td>
<td>Filter</td>
<td>Treatment A (8 Photos, Product)</td>
<td>Treatment B (8 Videos, Product)</td>
<td>Ability to Remember &amp; Feedback</td>
</tr>
<tr>
<td>Treatment C (8 Photos, Non-Product)</td>
<td>Treatment D (8 Videos, Non-Product)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*1: I consumed sports content on social media in the last month.*
*2: I did not consume sports content on social media in the last month.*

*SM = Social media*

In the first stage, subjects are introduced to the topic of the experiment as follows: “You are confronted with a variety of social media sports content (e.g., fan stories, sports highlights, sports news, or sports statistics) on social media every day. In our project, we want to investigate what kind of sports content fans are most interested in consuming via social media”. The second stage of the experiment asked for the sociodemographic characteristics of the subjects. In the third stage, subjects answered initial questions to measure their interest in the German Bundesliga. Then, we implemented a filter that asked whether subjects had consumed sports content on social media in the last month. This filter guaranteed that only subjects were included that consume sports content on
social media. In the fourth stage, subjects were asked to answer questions to measure their sports-related social media consumption. In the fifth stage, subjects were randomly assigned to one out of four treatments. In all of the four treatments, subjects were, firstly, introduced to the concept of emotional and informational visual appeals as described in Akpinar and Berger (2017). In a second step, subjects were asked to imagine the following situation: “You are browsing through your social media networks. While doing so, you are seeing different content from your friends and family but also from the accounts you are following and commercial ads. In the following, you will be shown eight photos (Treatment A and C) or eight videos (Treatment B and D)\(^1\) that show up on your screen. Please carefully observe all the eight photos/videos and then answer the questions”. In Treatment A and B, subjects were exposed to either eight photos from the product-related sports content category (Treatment A; see, Figure 7) or to eight videos from the product-related sports content category (Treatment B; see, Figure 8). Similarly, in Treatment C and D, subjects were exposed to either eight photos from the non-product-related sports content category (Treatment C; see, Figure 9) or to eight videos from the non-product-related sports content category (Treatment D; see, Figure 10). To test H1 and H2, subjects were then asked to answer questions regarding the emotional and informational visual appeals contained in the photo/video. A similar approach is used and suggested in scholarly science (see, Akpinar and Berger (2017), Rietveld et al. (2020), or Yoo and MacInnis (2005)). Afterwards, to test H3 and H4, subjects had to indicate whether they would “like” the presented photo/video on social media. The last stage of the experiment asked subjects which of the photos/videos they remembered and to give general feedback on the content shared by the German Bundesliga.

In order to assign photos and videos to the product-related or to the non-product-related sports content category, two senior researchers and a practitioner from DFL DS’s social media content team coded photos and videos independently and afterwards discussed their affiliation to the attributes developed by Parganas et al. (2015). Since we targeted subjects whose nationality is either American or Indian, the language of the experiment is English. Furthermore, we paid special attention to ensure that all pictures and videos shown in the experiment were written in English or at least had English subtitles.

---

\(^1\) The concrete photos and videos used in our experiment can be found here: Gruettner and Haferbeck (2020).
Measurement Model

The experiment items and validated scales used to measure the research variables are based on constructs from scholarly literature (see, Table 1). The measurement items have been adjusted to the experiment context and are described as follows: Items for the informational and emotional appeals construct were adopted from Yoo and MacInnis (2005) and were measured on a 7-point Likert scale with anchors of “Strongly Disagree.”
(1)” and “Strongly Agree (7)”. Subjects were asked to indicate (1) to what extent the individual photo/video appeals to their emotions and (2) whether the photo/video provides a lot of information. The measurement for social media fan engagement is adopted from Schivinski et al. (2016). The authors distinguish between three dimensions of consumer engagement with brands on social media: Consumption, contribution, and creation. We only included items from the contribution dimension to the experiment, as the other dimensions of social media engagement did not fit the context of our study.

We asked whether subjects would “like” the presented photo/video. Items for the social media fan engagement construct were measured on a 7-point Likert scale anchored by “not very often (1)” and “very often (7)”. The subjects could also select the option “not at all” (coded as 0). We used the nationality of the subjects as a proxy to operationalize the moderating national culture construct as described by Hofstede (1983). Therefore, a dummy variable was created. A similar approach was used in scholarly research such as Hudson et al. (2016). Likewise, for the social media sports content categories (see, Parganas et al. (2015)) as well as for the media type moderator we created dummy variables. In addition to the research variables, we added items for our control variable to our experiment, that is, sports-related social media consumption, as described by Schivinski et al. (2016). All scales and items used in our experiment were carefully worded to fit the specific situation of our experimental sports context rather than being unspecific to fit into any social media context. This ensures that the items correspond to the concept of social media engagement in a sports context and thus guarantees construct validity.
## Table 1

*Research Variables, Definitions, and Sources Used in our Research Model*

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Research Variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product-related Sports Content</td>
<td>Social media sports content that originates from the actual game on-site the field of play. For example, player skills or match highlights.</td>
<td>Parganas et al. (2015)</td>
</tr>
<tr>
<td>Non-Product-related Sports Content</td>
<td>Social media sports content that originates from off-site the actual field of play. For example, figures and statistics or information about fan cultures.</td>
<td>Parganas et al. (2015)</td>
</tr>
<tr>
<td>Emotional Appeals</td>
<td>Emotional appeals are defined as visual post content designed to invoke fans' emotions.</td>
<td>Yoo and MacInnis (2005)</td>
</tr>
<tr>
<td>Informational Appeals</td>
<td>Informational appeals are defined as visual post content designed to appeal to a fans' rationality.</td>
<td>Yoo and MacInnis (2005)</td>
</tr>
<tr>
<td>Fan Engagement</td>
<td>Subject’s attitude towards whether it would “like” the presented photo/video on social media.</td>
<td>Schivinski et al. (2016)</td>
</tr>
<tr>
<td>National Culture</td>
<td>Dummy variable that indicates the subject’s nationality. Indian citizens coded as (1) and citizens from the United States as (0).</td>
<td>Hofstede (1983)</td>
</tr>
<tr>
<td>Media Type</td>
<td>Dummy variable that indicates the media type in which the sports content is presented. Photo coded as (1) and video coded as (0).</td>
<td></td>
</tr>
<tr>
<td><strong>Control Variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sports-related Social Media Consumption</td>
<td>Refers to the subject’s general sports content consumption on social media. For example, how often a subject consumes sports content on social media.</td>
<td>Schivinski et al. (2016)</td>
</tr>
</tbody>
</table>

### Data Analysis

A total of 2,814 subjects clicked on the banner/post which was sent out on the German Bundesliga channels. 342 subjects (12.15% of the subjects who saw the starting page of the experiment) participated in the experiment and completed it. The usability of received responses for further analysis is judged on several include/exclude criteria: First, 89 answers were excluded because they did not match the nationality requirements (i.e., American or Indian). Second, 32 subjects were removed due to the filter that was embedded in the experiment. Hence, only subjects who stated that they have consumed sports content on social media in the last month were considered. Third, to prevent distortion of experimental results, subjects who selected the same response to different statements/items for all eight photos or videos in a row (so-called straight-lining; e.g., a subject always responds with a seven, irrespective of the questions) were removed. As a result, 14 subjects were excluded due to suspicious data patterns that indicate a monotonous click-through without the variability of responses. Fourth, a focus was laid on the subjects’ answers on emotional and informational appeals. If the emotional and informational appeals were rated six or more times with the same value for the eight presented photos or videos, the subjects were removed. This resulted in an exclusion of further 40 responses. A total of 167 (American: 76; Indian: 91) responses remained in our data sample that met the quality requirements and can thus be used for further
analysis (36 subjects of Treatment A; 29 subjects of Treatment B; 69 subjects of Treatment C; 33 subjects of Treatment D). To investigate our proposed hypotheses H1 to H6, we applied a multiple ordinary least squares (OLS) regression. For the emotional and informational visual appeals constructs as well as for the social media fan engagement construct, we calculated the mean of the eight presented photos/videos presented for each subject. For the moderation of the effect, we used the programming language Python 3.4 and model 17 in PROCESS which is proposed by Hayes (2012).

**Results and Discussion**

**Descriptive Statistical Results**

In total, 167 subjects are included in our data sample for further analyses after applying the include/exclude criteria as described in Section 3.2. An overview of the descriptive statistics and the number of subjects of each treatment can be found in Table 2. Subjects who are included in the final sample needed 16.27 minutes on average to complete the experiment. The majority of the subjects are male (female = 5.95%; male = 92.86%; one subject preferred not to answer this question). 46.43% of the subjects are between 18 and 24 years old. Subjects in Treatment A and B who are exposed to product-related sports content responded whether the presented content appeals to their emotion at a mean of 4.67. In contrast, the answers of subjects in Treatment C and D (i.e., non-product-related sports content) have a mean of 4.18. Subjects of Treatment A and B answered with a mean of 3.56 that the displayed content provides a lot of information (Treatment C and D 3.86). The answers to the question whether the subjects would like a photo/video scored a mean of 4.73 in the product-related sports content category (Treatment A and B) and a mean value of 4.56 in the non-product-related sports content category (Treatment C and D).
Table 2

Descriptive Statistics of the Data Sample

<table>
<thead>
<tr>
<th>Variables</th>
<th>Product-Related</th>
<th>Non-Product-Related</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Treatment A</td>
<td>Treatment B</td>
</tr>
<tr>
<td></td>
<td>Photo Video</td>
<td>Video</td>
</tr>
<tr>
<td>Demographics</td>
<td>N = 167 n = 36</td>
<td>n = 29</td>
</tr>
<tr>
<td>Nationality</td>
<td>India (n = 91)</td>
<td>19 (11.38%)</td>
</tr>
<tr>
<td></td>
<td>USA (n = 76)</td>
<td>17 (10.18%)</td>
</tr>
<tr>
<td>Research Variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional Appeals Ø</td>
<td>4.53 1.11</td>
<td>4.84 1.09</td>
</tr>
<tr>
<td>Informational Appeals Ø</td>
<td>3.43 1.27</td>
<td>3.72 1.17</td>
</tr>
<tr>
<td>Fan Engagement Ø</td>
<td>4.56 1.29</td>
<td>4.95 1.27</td>
</tr>
</tbody>
</table>

SD = Standard deviation

Evaluating the Effect of Social Media Sports Content on Visual Appeals (H1 – H2)

The statistically significant results of the performed analyses to test our hypotheses are depicted in Figure 12. In H1, we hypothesized that product-related sports content has a stronger positive effect on emotional appeals than non-product-related sports content. Our results confirm this hypothesis ($\beta = .50$, $t(167) = 3.01$, $p = .003$). We assume that skills and match highlights that originate from the actual field of play are of primary interest to every fan. Therefore, these contents are decisive for whether emotions are triggered in the fans or not. In contrast, content such as figures and statistics or fan cultures is more likely to be consumed as additional information to provide background information and satisfy interests needs. Therefore, such content appeals stronger to fans' rationality than to fans' emotions. This stands in line with previous studies (e.g., Vale and Fernandes (2018)), which demonstrated that fans primarily consume sports content on social media due to entertainment motives and that fans are mainly driven by emotions such as passion and social values rather than by rational evaluations (Gruettner, 2019). Along with this finding, as depicted in Figure 11 (left), a conducted t test between subjects who were exposed to photos from the product-related sports content category and subjects who were exposed to photos of the non-product-related sports content category revealed that product-related content achieved significantly higher emotional appeals ($M = 4.53$ vs. $4.06$; $t(169) = 2.14$, $p = 0.04$). The results for H2 did not achieve significant results. Thus, we have to reject H2. However, the analysis revealed a significant positive effect of our control variable, that is, sports-related social media consumption, on informational appeals ($\beta = .19$, $t(167) = 2.63$, $p = .009$). We interpret this finding as follows: Fans who consume a lot of sports content on social media are interested in sports content that goes beyond product-related content that originates from the actual field of play. They like to consume content such as statistics
and figures. Therefore, sports organizations should consider delivering different content to subjects with a high sports-related social media consumption.

**Figure 11**

*Subjects’ Perceived Emotional and Informational Appeals to Product and Non-Product-Related Sports Content in Both Media Types*

---

**Evaluating the Effect of Emotional and Informational Appeals on Fan Engagement (H3 – H4)**

In H3, we hypothesized that visual sports content with high emotional appeals has a positive effect on fan engagement. The OLS regression confirmed that emotional appeals have a significant effect on fan engagement ($\beta = .54$, $t(167) = 2.78$, $p = .006$). In H4, we hypothesized that visual sports content with high informational appeals has a positive effect on fan engagement. The results did not confirm this hypothesis although both emotional as well as informational appeals have been proven to have an effect on engagement behavior in different consumer offline and online applications. Therefore, we have to reject H4. Extrapolating from these findings, we believe that our sports context differs from these previously conducted studies for two reasons: (1) sports organizations usually do not post content that should affect consumer purchase decisions. Instead, the content posted by sports organizations on social media aims to raise emotions, general interest, or to educate and inform fans. Thus, sports organizations face the challenge of having to understand fans’ reactions on social media posts with no specific call to action. In this context, Schwarz (2000) argued that different social media strategies should be considered when posts do not include specific calls to actions. (2) On top of that, we are dealing with an international sports context, as our
data sample only consists of subjects who are American and Indian only. As stated in Section 3.2, we consider both countries as international emerging markets with respect to their interest in football. We believe that fans who are new to sports content on social media will be guided more by emotional appeals than by informational appeals, as they first need to get used to the content. In a nutshell, we can confirm that sports content that triggers high emotional appeals is of relevance for sports organizations, as this content can lead to social media fan engagement. Accordingly, sports organizations should understand how to include more/different or less emotional and informational cues in the visual content of social media posts.

**Evaluating the Moderating Effects of National Culture and Media Type on the Relationship between Sports Content, Visual Appeals, and Fan Engagement (H5 – H6)**

To test our assumptions of the moderating cross-cultural and media type effects on the relationship between sports content, visual appeals, and fan engagement (H5 – H6; see, Table 3), we have only included subjects in the study that are either American or Indian. We found a statistically significant difference in the indirect conditional effect of sports content categories on fan engagement. In detail, we found evidence that the meditational effect between emotional appeals and fan engagement is significantly moderated by the national culture and by the media type (see, Figure 12). The effect is in favor of the product-related sports content category. The indirect conditional effect between the sports content categories and fan engagement is lowest when the moderators USA and video are selected (b=.275, SE=.163, LLCI=.042, ULCI=.715). The indirect conditional effect between the sports content categories and fan engagement is highest when the moderators India and photo are selected (b=.388, SE=.175, LLCI=.13, ULCI=.824). The difference between these two effects is mainly caused by national culture. In other words, product-related sports content has an indirect conditional effect on fan engagement when moderated by India rather than America. We interpret these findings as follows: Traditionally, India is a larger football nation (or at least closer to football) than the United States in which, for example, American football and basketball are more popular among fans. For the mediator informational appeals, we could not find a statistically significant effect in terms of moderation through culture or media type. In sum, our results indicated that cultural values also exist among fans. Therefore, they are in line with previously conducted research such as Jackson and Wang (2013). Accordingly, social media sports practitioners need to consider cross-cultural and media type effects in their social media strategies.
Table 3

Conditional Indirect and Moderating Effect(s) for H5 and H6

<table>
<thead>
<tr>
<th>Visual Appeals</th>
<th>National Culture</th>
<th>Media Type</th>
<th>Effect</th>
<th>SE</th>
<th>BootLLCI</th>
<th>BootULCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional</td>
<td>USA</td>
<td>Video</td>
<td>0.2748</td>
<td>0.1629</td>
<td>0.0418</td>
<td>0.7145</td>
</tr>
<tr>
<td>Emotional</td>
<td>USA</td>
<td>Photo</td>
<td>0.2884</td>
<td>0.1621</td>
<td>0.0364</td>
<td>0.6646</td>
</tr>
<tr>
<td>Emotional</td>
<td>India</td>
<td>Video</td>
<td>0.3748</td>
<td>0.1666</td>
<td>0.1086</td>
<td>0.7635</td>
</tr>
<tr>
<td>Emotional</td>
<td>India</td>
<td>Photo</td>
<td>0.3883</td>
<td>0.1745</td>
<td>0.1303</td>
<td>0.8239</td>
</tr>
<tr>
<td>Informational</td>
<td>USA</td>
<td>Video</td>
<td>-0.0994</td>
<td>0.0934</td>
<td>-0.3907</td>
<td>0.0083</td>
</tr>
<tr>
<td>Informational</td>
<td>USA</td>
<td>Photo</td>
<td>-0.0986</td>
<td>0.0914</td>
<td>-0.4143</td>
<td>0.0001</td>
</tr>
<tr>
<td>Informational</td>
<td>India</td>
<td>Video</td>
<td>0.0387</td>
<td>0.0643</td>
<td>-0.0522</td>
<td>0.2188</td>
</tr>
<tr>
<td>Informational</td>
<td>India</td>
<td>Photo</td>
<td>0.0395</td>
<td>0.0652</td>
<td>-0.0426</td>
<td>0.2325</td>
</tr>
</tbody>
</table>

SE = Standard error; LLCI = Lower level of confidence interval; ULCI = Upper level of confidence interval

Figure 12

Research Model Including Statistically Significant Results

Implications, Future Research, and Limitations

To identify (1) the sports content drivers to enhance fan engagement on social media and (2) to investigate how cross-cultural effects moderate the relationship between sports content and fan engagement, we conducted an experiment using a between-subjects design with four treatments in a joint research project with DFL DS. The overarching theoretical perspective on which we ground our research model to test our hypotheses (H1 – H6) builds upon CET as described by Pansari and Kumar (2017). We furthermore build on related research streams on sports organizations’ brand attributes (Parganas et al., 2015) and on the concept of visual emotional and informational appeals (Yoo & MacInnis, 2005). In total, 167 subjects were analyzed in our research model that...
were collected through the official German Bundesliga channels (i.e., “www.Bundesliga.com”, "Bundesliga Official" on Facebook, and "bundesliga_en" on Instagram). The results showed that product-related sports content had a significant effect on emotional visual appeals (H1). We could not find evidence for our hypothesis that non-product-related sports content has a positive effect on informational appeals. Thus, we have to reject hypothesis H2. Emotional appeals had a significant effect on social media fan engagement (H3), while informational appeals did not show a significant effect (H4). To test our assumption of the moderating cross-cultural effects on the relationship between sports content, visual appeals, and fan engagement, we have only included subjects in the study that are either American or Indian. The results confirmed that the relationship between sports content, visual emotional appeals, and fan engagement is moderated by cross-cultural effects (H5a). However, we did not find significant results for hypothesis H5b. Lastly, we hypothesized that the relationship between sports content, visual appeals, and fan engagement is also moderated by the media type in which social media sports content is embedded. The results confirmed hypothesis H6a. However, we did not find evidence for our hypothesis H6b.

From an academic perspective, the contribution of this study is twofold: Firstly, this study contributes to the upcoming literature stream of sports digitalization in IS literature (see, Gruettner (2019) or Xiao et al. (2017)). In this vein, we answered the calls of several researchers (e.g., Achen et al. (2018), Romney and Johnson (2020), or Vale and Fernandes (2018)) to investigate the sports content drivers that trigger social media fan engagement in an international context and proposed a unique research model to academia. In detail, our research model links sports organizations' brand attributes – that is, product-related and non-product-related attributes – with social media sports content categories and the concept of visual emotional and informational appeals to explain how specific sports content categories constitute fan engagement on social media. On top of that, our research model sheds light on how the relationship between sports content, visual appeals, and fan engagement is moderated by cross-cultural and media type effects. Therefore, we conducted the first study, which investigated content drivers, visual appeals, and cross-cultural and media type effects in social media international fan engagement. In future research, our research model can be extended and adjusted to different sports content categories and national cultures. Secondly, we believe that the sports industry, due to its unique characteristics (see, Gruettner (2019) or Xiao et al. (2017)), provides us with insightful opportunities to study digitalization-related phenomena that cannot be easily observed in generic business contexts. This stands in line with Xiao et al. (2017), who proposed a research agenda for the IS
community that suggests why and how we should study sports digitalization in the IS discipline. Hence, we believe that our findings go beyond the sports literature and provide important insights into social media consumer engagement in general. In this sense, the developed research model can be adopted and adjusted to different online engagement contexts, for instance, to test the moderating effect of cross-cultural effects in different industries. For social media practitioners, our study offers important managerial implications: First, our findings provide guidelines on how to create influential posts and, more importantly, how to adjust emotional and informational appeals to maximize content effectiveness. In designing posts on social media, practitioners can, therefore, choose to include more/different or less emotional and informational cues in the visual content of posts. Our results go beyond the application of sports and give practitioners many clues about what type of social media content increases the liking and sharing of a post in general. Second, we proved that there are cross-cultural as well as media type effects between social media content, visual appeals, and online engagement. Hence, the results of this study should be seen as a wake-up call for practitioners to consider cross-cultural and media type effects in their social media strategies.

This study is not free from limitations: First, the photos and videos presented in our experiment have previously been published on the social media channels of the German Bundesliga. Therefore, on the one hand, we can guarantee a realistic real-world setting. On the other hand, this can lead in some cases to side effects (e.g., the subjects have seen the photos/video before). Second, we only investigated visual content, that is, photos and videos, in this study. Social media posts usually also consist of textual content that is often included in the form of photo or video captions. Informational and emotional appeals can be embedded in both textual as well as visual content. Thus, studying textual content and their interaction with visual content can become relevant. Third, we used the subjects’ nationalities as a proxy for their national culture. Although this approach is common in research (e.g., Hudson et al. (2016)), one can argue that culture has to be measured along previously defined valid dimensions/scales. Fourth, we only included subjects whose nationality is either American or Indian in our analyses. An extension of the scope of this study to include a variety of nationalities may become relevant. Fifth, because we worked with an online population and used observed behavior, it is likely that our sample suffers from self-selection bias. Sixth, we believe that the lack of further control variables could be a limitation. For instance, the influence created by friends in SNSs. Lastly, in times of COVID-19, nobody can exactly
say how the subjects in our experiment were influenced by it. Particularly because at the time of our data collection, almost all sports events worldwide were canceled.

**Conclusion**

By building upon CET, we linked sports organizations’ brand attributes, the concept of emotional and informational visual appeals, and fan engagement. Therefore, we proposed a unique research model to academia and analyzed (1) social media sports content drivers for fan engagement and (2) cross-cultural effects that moderate the relationship between sports content categories, visual appeals, and fan engagement. The results of the conducted experiment with four treatments demonstrated that product-related sports content – that is, content that originates from the actual game on-site the field of play (e.g., player skills or match highlights) – had a significant effect on emotional visual appeals. It is crucial that sports organizations understand how to adjust visual appeals to maximize content effectiveness, as our analyses yielded significant evidence that emotional visual appeals have a positive effect on fan engagement. Furthermore, the study showed significant results that the relationship between sports content, emotional visual appeals, and fan engagement is moderated by cross-cultural and media types effects. The results of this study, therefore, provide guidance for social media practitioners on how to create influential posts and offer important insights into consumer online engagement in an international context and in general. Future research should adopt and adjust our research model to different contexts.
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Kurzfassung


Einführung


Die zunehmende Kommerzialisierung und Professionalisierung der Sportindustrie hat allerdings gezeigt, dass es gerade für Sportorganisationen immer wichtiger wird diese Möglichkeiten zu nutzen, um nachhaltig wettbewerbsfähig zu bleiben (Gruettner, 2019). Der Fußballklub FC Barcelona zum Beispiel hat dies erkannt und daher im März 2017

1 Es ist geplant, dass bis Q2/2021 das IT-Tool in Form einer ersten Webanwendung vorliegt.

Abbildung 1

Lebenslauf eingehender Kooperationsanfragen und Fokus unseres IT-Tools
Design Science Research – Wissenschaftlich fundierte Artefakte für die Praxis

DSR ist ein Forschungsansatz, der aus der Disziplin der Informationswissenschaften stammt. Im Kern zielt DSR darauf ab, praktische Probleme mit innovativen Lösungen zu lösen. Dabei steht die Nützlichkeit des Forschungsergebnisses im Vordergrund, während beispielsweise in anderen Forschungsansätzen wie den Verhaltenswissenschaften das Ziel die "Wahrheit" ist (Hevner et al., 2004). Im Detail hat DSR die Absicht, die (Projekt-) Umwelt durch die Einführung neuer und innovativer so genannter Artefakte zu verbessern. Bei diesen Artefakten handelt es sich in der Regel selten um vollwertige, ausgewachsene Informationssysteme. So können Artefakte auch Konstrukte, Modelle, Methoden und Instanziierungen umfassen. Um diese Artefakte zu "designen", zeichnet sich DSR durch das Prinzip aus, sowohl praktische Relevanz als auch wissenschaftliche Strenge (engl. rigor) zu verbinden. Hevner (2007) bietet hierfür ein DSR-Prozessmodell an, das aus drei eng miteinander verbundene Aktivitätszyklen besteht (siehe Abbildung 2) und wie folgt erklärt ist:

(1) Der Relevanzzyklus beschreibt die Verbindung der (Projekt-) Umwelt mit der Entwicklung des Artefakts. Er liefert den Input bezüglich des Forschungsbedarfs (d.h. der Problemstellung) sowie die Akzeptanzkriterien für die abschließende Beurteilung der Forschungsergebnisse.

(2) Der Rigorzyklus überbrückt die Lücke zwischen der Entwicklung des Artefakts und der bestehenden Wissensbasis hinsichtlich bestehender wissenschaftlicher Theorien, Methoden und Erfahrungen.


Das gesamte DSR-Prozessmodell nach Hevner (2007) umfasst sieben spezifische Schritte über die drei zuvor vorgestellten Aktivitätszyklen hinweg. Ziel unseres Forschungsprojektes ist es, ein Artefakt in Form eines IT-Tools zu entwickeln. Um die spezifischen Richtlinien für die Durchführung eines DSR-Projekts zu gewährleisten, haben wir uns an den sieben Schritten orientiert, die zusammen mit den Ergebnissen auf den nächsten Seiten des Artikels präsentiert werden. Aufgrund der Kürze und der praktischen Orientierung dieses Beitrags, verzichten wir auf die Ableitung von Design Features für die Beta-Version (Schritt 6) und die Dokumentation und die Kommunikation des Design Wissens für die Wissensbasis (Schritt 7).
Abbildung 2

DSR-Prozessmodell und zugehörige sieben Schritte in Anlehnung an Hevner (2007)

Schritt 1 – Problemdentifierifikation

Abbildung 3

Problembaumanalyse: Ursachen, Kernproblem und Konsequenzen

Ursachen: Zwei Gründe wurden als Hauptursachen für die mangelnde Analyse und Bearbeitung von Kooperationsanfragen in Sportorganisationen identifiziert:


(2) Fehlender Ordnungsrahmen: Alle drei Experten gaben an, dass es keinen etablierten Ordnungsrahmen für die Analyse und Bearbeitung von Kooperationsanfragen in ihrer Sportorganisation gibt. Daher werden die Mitarbeiter, die Kooperationsanfragen erhalten, in ihrer Entscheidung, ob und wie sie eine Kooperationsanfrage bearbeiten, allein gelassen.

Konsequenzen: Aus dem beschriebenen Kernproblem ergeben sich verschiedene direkte und indirekte Konsequenzen für Sportorganisationen, die in ihrer Gesamtheit darin münden, dass Möglichkeiten zur Verbesserung und Neuerfindung von Produkten, Dienstleistungen und Betriebsabläufen (d.h. eine Wertgenerierung) ungenutzt bleiben.

**Schritt 2 – Ableitung von Anforderungen aus der wissenschaftlichen Literatur**

In Schritt 2 des DSR-Prozessmodells werden die Meta-Anforderungen für das zu entwickelnde Artefakt aus der Wissensbasis abgeleitet. Hierfür haben wir eine systematische Literaturrecherche nach vom Brocke et al. (2009) durchgeführt. Insgesamt haben wir mittels der Keyword-Suche nach „Strategic Alliance“, „Partner Assessment/Evaluation“ und „Partner Selection“ in drei Datenbanken 20 für den Kontext dieses Forschungsprojektes relevante Studien identifiziert. Im Kern führte die Analyse dieser Studien zu drei spezifischen Erkenntnissen, die die nachfolgenden Meta-Anforderungen für unser IT-Tool ableiten:

Ein IT-Tool zur Analyse und Bearbeitung von Kooperationsanfragen für Sportorganisationen muss …

- einen strategischen Fit eines potenziellen Partners berücksichtigen: Die Auswahl und die Bewertung der Kooperationsanfragen müssen unter Berücksichtigung ihrer strategischen Eignung für die Sportorganisation erfolgen. Dabei soll eine mögliche Kooperation an übergeordnete Unternehmensziele gebunden sein (Holmberg & Cummings, 2009).


Schritt 3 – Ableitung von Anforderungen aus der Praxis

Schritt 3 des DSR-Prozessmodells konzentriert sich auf die (Projekt-) Umwelt. Ziel ist es, weitere Meta-Anforderungen für das zu entwickelnde Artefakt zu identifizieren, die sich aus den Erkenntnissen der ersten drei Experteninterviews ableiten. Die relevantesten fünf praktischen Erkenntnisse, die in den Interviews identifiziert wurden, werden wie folgt zusammengefasst:

Ein IT-Tool zur Analyse und Bearbeitung von Kooperationsanfragen für Sportorganisationen muss …

- Kooperationsanfragen zentral speichern und zugänglich machen.
- einen Überblick über die eingegangenen, in Bearbeitung befindlichen und bereits bearbeiteten Kooperationsanfragen bieten.
- eine strukturierte Detailübersicht zu jeder einzelnen Kooperationsanfrage ermöglichen.
- eine initiale automatisierte Bewertung von Kooperationsanfragen hinsichtlich ihrer Relevanz für Sportorganisationen ermöglichen.
- Funktionen bereitstellen, die die nachgelagerten Arbeitsschritte zur Analyse und Bearbeitung der Kooperationsanfrage innerhalb der Sportorganisation und mit den anfragenden Organisationen unterstützen.
Schritt 4 – Ableitung von Design Features für die Alpha-Version

Das Ziel in Schritt 4 des DSR-Prozessmodells besteht darin, die aus der Wissensbasis und (Projekt-) Umwelt abgeleiteten Meta-Anforderungen in einen ersten Satz von Designfeatures zu übersetzen, sodass sie als konkrete Richtlinien für die Entwicklung einer Alpha-Version des Artefakts verwendet werden können. Dabei wird die Entwicklung des Artefakts mit der Definition eines übergreifenden Designprinzips eingeleitet. Wir haben das übergreifende Designprinzip in unserem Forschungsprojekt wie folgt definiert:

- Bei dem zu entwickelnden Artefakt handelt es sich um ein webbasiertes IT-Tool, das externen Organisationen die systematische Einreichung von Kooperationsanfragen bei Sportorganisationen ermöglicht sowie Sportorganisationen unterstützt, Kooperationsanfragen effizient zu analysieren und zu bearbeiten.

Wir haben uns auf Basis der abgeleiteten Meta-Anforderungen dazu entschieden, das zu entwickelnde IT-Tool in zwei Hauptkomponenten zu unterteilen: (1) ein Formular für die Einreichung von Kooperationsanfragen und (2) das eigentliche IT-Tool zur Analyse und Bearbeitung von Kooperationsanfragen. Screenshots der Alpha-Version beider Hauptkomponenten sowie eine kurze Erklärung zu einzelnen Designfeatures sind in den nachfolgenden Abbildung 4 bis 8 dargestellt.

Abbildung 4

Formular für die Einreichung von Kooperationsanfragen
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Abbildung 7

_Persönlicher Arbeitsbereich für Kooperationsanfragen_

Abbildung 8

Detailansicht einer Kooperationsanfrage

Schritt 5 – Evaluation der Alpha-Version

die abgefragten Informationen auch aus Sicht der anfragenden externen Organisationen vollständig sind und einen praktischen Nutzen stiften. Insgesamt haben die Ergebnisse der Evaluation gezeigt, dass alle Experten das konzipierte IT-Tool als sehr positiv wahrgenommen haben. Alle Experten gaben an, dass sie das IT-Tool für die Analyse und Bearbeitung von Kooperationsanfragen in ihrer Sportorganisation respektive ihrem Start-up verwenden würden. Darüber hinaus gaben zwei Experten an, dass das IT-Tool auch für andere Anwendungsfälle in ihrer Sportorganisation von Nutzen sein könnte, wie z.B. dem Beschwerdemanagement oder der Sponsorenakquise.

Insgesamt waren die Experten der Ansicht, dass die Effizienzgewinne, die durch die Analyse, initiale automatisierte Bewertung sowie die Unterstützung bei den nachgelagerten Arbeitsschritten erzielt werden, den größten Mehrwert darstellen. Darüber hinaus bewertete ein Experte die durch das IT-Tool gewonnene Transparenz bei der Analyse und Bearbeitung von Kooperationsanfragen sehr positiv. Schließlich stellte ein weiterer Experte fest, dass das zu entwickelnde IT-Tool eine kollaborative Denkweise und den Informationtransfer fördert und damit generell den kulturellen Wandel hin zu mehr Wissensteilung unterstützt, den die Sportorganisation derzeit durchläuft.

**Fazit und Ausblick**

sind. Falls Sie und Ihre Sportorganisation sich von unserem IT-Tool angesprochen fühlen, können Sie sich gerne unter arne.gruettner@unisg.ch bei uns melden.

Referenzen


Zu viele Sommer gesehen durch
Fenster von Bibliotheken.
— Prinz Pi,
Kompass ohne Norden, 2013.
Curriculum Vitae

Arne Grüttner

Personal Data

Date of Birth 09/11/1992
Nationality German

Education

<table>
<thead>
<tr>
<th>Date</th>
<th>Institution</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>04/2018 – today</td>
<td>University of St.Gallen, St. Gallen, Switzerland</td>
<td>Ph.D. in Management</td>
</tr>
<tr>
<td>10/2015 – 03/2018</td>
<td>University of Cologne, Cologne, Germany</td>
<td>Master of Science in Information Systems</td>
</tr>
<tr>
<td>09/2016 – 01/2017</td>
<td>Tsinghua University, Beijing, China</td>
<td>Exchange Semester</td>
</tr>
<tr>
<td>09/2012 – 09/2015</td>
<td>Traineeship and Studies at Deutsche Telekom AG, Münster, Germany</td>
<td>Bachelor of Science in Business Informatics</td>
</tr>
</tbody>
</table>

Professional Academic and Practical Experience

<table>
<thead>
<tr>
<th>Date</th>
<th>Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td>04/2018 – today</td>
<td>Research Associate at the University of St.Gallen, Institute of Information Management, St. Gallen, Switzerland</td>
</tr>
<tr>
<td>11/2017 – 04/2018</td>
<td>Research Assistant at the University of Cologne, Chair for Information Systems and Systems Engineering, Cologne, Germany</td>
</tr>
<tr>
<td>08/2017 – 10/2017</td>
<td>Consultant at Phoenix Contact Cyber Security AG, Berlin, Germany</td>
</tr>
<tr>
<td>05/2016 – 08/2016</td>
<td>Consultant at KPMG Consulting Cyber Security, Cologne, Germany</td>
</tr>
<tr>
<td>09/2012 – 09/2015</td>
<td>IT Project Management Trainee at T-Systems International GmbH, Münster, Germany</td>
</tr>
<tr>
<td>07/2014 – 10/2014</td>
<td>Sales and Marketing Trainee at T-Systems Singapore Pte Ltd, Singapore</td>
</tr>
<tr>
<td>01/2014 – 05/2014</td>
<td>Software Development Trainee at T-Systems International GmbH, Berlin, Germany</td>
</tr>
</tbody>
</table>

Publications


Awards and Scholarships

2018 Award – Top 5% Percentile in Information Systems (M.Sc.)
2016 Award – Member of the KPMG highQ-Young-Talent-Program
2015 Award – Top Trainee of Deutsche Telekom AG (B.Sc.)
2014 Scholarship – German Academic Exchange Service (DAAD)

St. Gallen, June 02, 2020