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Abstract

Natural Language Processing (NLP)-based machine learning receives continuous attention in Information System (IS) research and practice. Despite the success of deep learning models, NLP feature engineering still plays a vital role in contexts where only little annotated data is available, and in which explainability is a precondition for productive deployment. However, NLP feature engineering is a labor-intensive and time-consuming endeavor, and there is still limited shared knowledge about the distinctive characteristics of NLP features from an interdisciplinary perspective. To address this gap, we draw on a systematic literature review and develop a five-dimensional NLP feature taxonomy based on 133 unique features from 211 scientific studies. This helps IS researchers and practitioners to classify, compare, and evaluate their NLP studies. Moreover, we used cluster heat mapping analysis to derive three clusters and several white spots to provide further assistance for designing new NLP solutions in IS.
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Introduction

Natural Language Processing (NLP) is receiving continued attention from both Information Systems (IS) researchers and practitioners. In the last years, several application areas have become popular, such as spam detection (Wood 2016), sports performance prediction (Gruettner et al., 2020; 2021), web mining for predicting pandemic outbreaks (Jahanbin and Rahmanian 2020), predictive policing (Meijer and Wessels 2019), conversational agents (Zierau et al. 2020) or procedural knowledge extraction (Wambgsanss and Engel 2021). All of these information systems have been heavily fueled by the steep technological developments in the fields of big data, artificial neural networks (ANN), and transfer learning algorithms such as BERT (Devlin et al. 2018). The latter have proven to be very successful in processing large amounts of data and predicting outcomes precisely (Alom et al. 2019). However, in contexts, in which only little annotated data is available, and in which the explainability (London 2019), the legal accountability (Bibal et al. 2020) or the auditing of algorithms (Rahwan et al. 2019) plays a vital role for successful deployment in practice, the deployment of deep learning approaches is limited (Arrieta et al. 2019; Rahwan et al. 2019;
Stoica et al. 2017). For instance, these applications can be found in areas where processes underly high audit and regulatory requirements, such as finance and banking (Bibal et al. 2020). Often models that exhibit a low degree of explainability cannot be deployed in production due to missing transparency of what happens between data inputs and algorithmic outputs (Miller 2019). Other examples can be found in contexts where by nature of the domain, lower volumes of data are available such as for highly specific use cases, for underrepresented languages (where pre-trained models are not available) or for small data sets (Arrieta et al. 2019). In this realm, one striking example that exhibits high societal impact can be found in the domain of small and medium enterprises (SMEs). Here, the naturally lower number of data points due to limited transaction volumes restricts them from leveraging deep learning and thus prevents the backbone of our industry from seizing the full potential of digitalization for gaining competitive advantage, or to merely survive. This becomes especially relevant against the backdrop of the COVID-19 pandemic as SMEs have gotten under increased pressure to assure business continuity. This shows that there are plenty of IS use cases, in which machine learning (ML) models that incorporate "traditional" feature engineering (the combination of human domain expertise and ML) are still the more promising – and often the only feasible – modelling approach to account for explainability or lower volumes of data. One common approach for addressing explainability in large data sets, as well as for training accurate results on small amounts of rare text data, is to pre-process written text and extract valuable features (Rajman and Vesely, 2004; Johnson et al. 2015; Allahyari et al. 2017). "Feature engineering" is about enhancing NLP models with the appropriate design, implementation, and evaluation of text features to improve prediction outcomes (e.g., Bird et al. 2009; Nassirtoussi et al., 2014; Johnson et al., 2015; Fromm et al. 2019; Ribeiro et al. 2020). Recently, a text-feature perspective has also gained popularity in the field of explainability for post-hoc "feature relevance analysis" in order to increase the transparency of deep learning models (Arrieta et al. 2019). Here, feature engineering is used to better understand which text feature leads to which model outcome.

However, NLP feature engineering comes with several challenges. First and foremost, feature engineering still depends largely on human intuition and experience, since it requires deep domain knowledge to identify and operationalize relevant features (Ribeiro et al. 2020). Second, it is usually very time-consuming for specific or rare use cases. In fact, according to surveys, data scientists spend about 80% of their time with data preparation, such as feature engineering (Anaconda 2020; Forbes 2017). Especially for SMEs, which often do not have experienced data science teams, feature engineering is a major competitive disadvantage, since in practice, "applied machine learning’ is basically [only about] feature engineering" (Ng, 2013). Third, as Talib et al. (2016) point out, NLP has been influenced by different disciplines such as Computer Science, Statistics, Computer Linguistics, and Information Systems. Accordingly, NLP features that have evolved in one discipline are often unknown or rarely used in other disciplines, e.g., in IS, Human-Computer Interaction (HCI), or Computer Linguistics. This eventually leads to a fragmented body of literature, and sometimes contradictory research results concerning the impact of certain NLP features (Abbasi et al. 2018). An integrative view would be of utmost importance to systematically design, analyze, and compare the different configurations of text features for different use cases. A consistent knowledge base on the different characteristics and dimensions of NLP text features from a holistic perspective will help researchers and practitioners to systematically design, compare, and evaluate new or existing NLP applications. However, a systematic feature framework that helps researchers and practitioners to select from, compare, and evaluate new or existing features across different disciplines or areas of application are rather scarce (Fromm et al. 2019). A few approaches that try to fill this gap already exist in literature, such as Fromm et al. (2019) or Ribeiro et al. (2020). However, these approaches usually focus more on the comparison of particular domain-specific features, e.g., through a checklist (Ribeiro et al. 2020), or on the learning algorithms but lack a holistic NLP feature classification framework. In this regard, IS research can offer a promising view to regard and classify a certain NLP-based ML use case from an interdisciplinary perspective into relevant elements.

Hence, it is our goal to support both practitioners and researchers in their efforts of conducting feature engineering by providing them with a conceptually sound and empirically grounded NLP feature design space. Therefore, in this paper, we develop a comprehensive multidisciplinary taxonomy of text features that shall serve as a guidance for practitioners and researchers by revealing the complex relationships of text features and by illustrating the application of certain feature groups based on similarity analysis. Thereby, we aim to contribute to a deeper understanding of NLP feature engineering by answering the following research questions (RQs):
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**RQ1:** What are the theoretically grounded and empirically validated dimensions and characteristics of NLP features?

**RQ2:** Can we observe patterns of usage of these features across research publications that help us to understand relationships between features and feature groups?

To answer these research questions, we first illustrate the diversity of text feature engineering through a systematic literature review (vom Brocke et al. 2015), in which we found 133 distinct NLP features based on 211 publications in different applications domains. Second, we outline a classification framework through a taxonomy with five dimensions and multiple characteristics (Nickerson et al. 2013). Third, we evaluate and revise the taxonomy with five experts, and identify three clusters and several "white spots" based on a cluster analysis to provide further assistance for the development and design of new NLP solutions in IS and the assessment and comparison of existing IS applications. For practical guidance, we, present our taxonomy as an NLP feature canvas, in which a single text feature can be categorized and compared along five dimensions. Moreover, we illustrate all 133 identified text features on a web platform and encourage researchers to add missing features accordingly¹. Our ultimate goal is to present an eclectic collection of text features and a corresponding classification framework towards a shared understanding across application domains. With that we hope to contribute to both, scientific literature by empirically analyzing the manifold use of NLP features, and to practice, by proposing a design space of features and categories incorporated in an easily usable feature canvas that shall help to approach NLP endeavors in a structured manner. The resulting taxonomy should simplify the comparability of NLP features between different studies, domains, or applications and reduce the costly effort for feature engineering of practitioners and scientists, e.g., for increasing the explainability of large data models or to improve the accuracy of small specific data sets. We present a taxonomy of features diverse enough to demonstrate their commonalities and differences and comprehensive enough to encompass every feature we found in our systematic literature review. We believe that this diversity will encourage researchers and practitioners in IS to increase the quality of their feature generation for research purposes or practical applications. This shall make ML more accessible and feasible also in context with high explainability requirements or small data sets, such as in the case of SMEs.

**Theoretical Background**

**NLP Feature Engineering for Information Systems**

![Figure 1. Illustration of pre-processing, feature engineering and NLP in an intelligent IS](https://thiemowa.github.io/NLPFeatures/)

Text-based Artificial Intelligence for IS is based on techniques from different areas: NLP, Data Analytics (DA), and ML. Hereby, the main challenges are to extract and reduce relevant features in a feature vector to reach a maximum performance by different DA or ML algorithms (e.g., classification, clustering, or trend analysis, etc.) as depicted in Figure 1 (Rajman and Vesely 2004). Recently, a text-feature perspective has also gained popularity in the field of explainability for post-hoc "feature relevance analysis" to increase the

1 https://thiemowa.github.io/NLPFeatures/
transparency of deep learning models (Arrieta et al. 2019). Feature analysis is used to better understand which text features yield a certain predictive outcome. Features are understood as certain text characteristics or distinct attributes of a text that might bear valuable information for the ML or DA algorithms. Thus, we use NLP features and text features as synonyms. In our research, we aim to address the NLP pipeline of an intelligent text-based information system, not the modelling (e.g., the ML) pipeline (Figure 1). Fueled with large amounts of data, artificial neural networks (ANNs) or transfer learning models such as BERT (Devlin et al. 2018) have been very successful in processing large amounts of data and achieving high-quality predictions (e.g., Alom et al., 2019; Wambgsanss, Molyndris and Söllner, 2020; Wambgsanss, Söllner and Leimeister, 2020). These models are said to learn features automatically in their top layers and adjust to the patterns of the data in their lower layers. However, big amounts of data are usually necessary for those algorithms to be trained to detect and predict these data patterns. Moreover, deep ANNs "do not reveal their features". This means that the user receives no indication of why the network has delivered a particular result. The lack of interpretability often hinders the practical application of ANNs (Rahwan et al. 2019, Stoica et al. 2017). In fact, explainability has played a major role in the practical success of ML algorithms, as they are often embedded in human-centered decision support systems (Alom et al. 2019; Stoica et al. 2017). On the other hand, traditional ML approaches often show better performance for small amounts of input data (e.g., less than 1,000 annotated documents) (Alom et al. 2019). Traditional ML models together with text feature engineering are therefore still mainly used as the default modelling approach for NLP since often only small data sets are available that are annotated, e.g., for human-centered writing support systems (Wambgsanss et al., 2020) or auditing for predictive policing (Scanlan 2019).

Bird et al., (2009, p. 224) state that "selecting relevant features and deciding how to encode them for a learning method can have an enormous impact on the learning method's ability to extract a good model". Thus, most work in building a text classifier with traditional NLP is creating relevant features and deciding how to represent them. Bird et al., (2009, p. 224) mention that it is possible to receive decent performance "by using a fairly simple and obvious set of features ...", however, "there are usually significant gains to be had by using carefully constructed features based on a thorough understanding of the task at hand." Nevertheless, most features are created through a process of trial-and-error and not by rigorous feature engineering supported by a taxonomy or framework. In fact, we did not find a taxonomy for NLP features in the literature. What can be found are classifications of NLP features along single dimensions, which are often more a simple categorization of attributes than a set of comprehensive and robust dimensions, e.g., Indurkhya and Damerau (2010); Johnson et al. (2015) or Missen et al. (2013). Most of the time, feature engineering is done by intuition or expertise about what information might be relevant to the problem. As Bird et al., (2009, p. 224) wrote: "It's common to start with a "kitchen sink" approach, including all the features that you can think of, and then checking to see which features actually are helpful." As a consequence, the different application areas of text analysis and NLP have created a variety of features. Education and literary sciences have brought up several readability indices, which are used to judge the readability level of books and texts. The one most widely applied is the Flesch readability index, which is calculated from the number of sentences, words, and syllables of a text (Flesch 1943; Kincaid et al. 1975). Sentiment analysis and opinion mining are concerned with the polarity of texts. Polarity is a feature describing the emotion or sentiment present in a text. It can be observed on the word, the sentence, or the document level (Pang and Lee 2008). Applications for authorship attribution and verification analyze the syntactic depth and complexity of texts and have come up with features like the vocabulary richness or the use of hapax legomena (e.g., NagaPrasad et al. 2015). Procedure or instruction mining tries to find answers for "how to" questions in the vastness of the internet (Wambgsanss and Frommn 2019). This can range from instructions on how to repair an automobile to recipes on how to prepare a meal. Typical features used in this domain are the occurrence of enumerations, imperatives, or certain verb-noun combinations. All these application areas and disciplines are confronted with different challenges and therefore have developed their own features and their own modes of speaking. A holistic feature classification framework might help by illustrating the features' commonalities and differences. However, current feature frameworks fall mostly short of depicting the nature of text features across the different disciplines.

**Taxonomies as a Means for Classifying NLP Features in IS**

To better understand the relevance of a taxonomy for NLP features for research and practice, we must first understand what a classification is and what it may be used for in the context of a) the development and
design of new NLP-based ML use cases and b) the assessment and comparison of existing NLP-based ML applications. Fundamentally, a classification of objects serves as a cognitive aid that enables researchers and practitioners to navigate complexity caused by several variables of interest (Hambrick 1984; Nickerson et al. 2013). There are different ways to develop classifications of which taxonomies are the most famous ones in IS (Bailey 1994). A taxonomy is a theoretical study of classifications and can include different objects such as principles, procedures, and rules (Bailey, 1994; Usman et al. 2017). Although, initially taxonomies were developed according to an empirical base, nowadays, conceptual bases are additionally used (Nickerson et al. 2013). Thereby, taxonomies go beyond classifying objects as they ease knowledge sharing, provide a better understanding of interrelationships among objects, and thus support decision making (Bailey 1994; Usman et al. 2017). Moreover, assuming an abductive reasoning approach, they may provide a very different understanding about how NLP features in IS may be used and, from a pragmatic perspective, about how these elements might support researchers and practitioners in developing NLP applications. Thus, taxonomies may change the way we think about NLP feature engineering in IS since they go beyond merely classifying objects and additionally serve as a way to predict outcomes (Doty and Glick 1994). The development and design of new NLP solutions in IS requires knowledge on the anatomy of NLP features and key factors that need to be met to train, built, and deploy a new NLP application. In this sense, the ability to classify NLP text features is a prerequisite to build, compare, and assess NLP-based ML use cases. However, current literature falls rather short on a comprehensive and robust structuration of NLP features. Recently, Ribeiro et al. (2020) provided a tool called "checklist" that aims to assist NLP researchers in testing features "in the wild" by providing a sort of checklist tool. Landolt et al. (2021) offers a taxonomy for DL application in NLP. In addition, Fromm et al. (2019) published a first feature taxonomy for text mining features, however, their research was not based on a systematic literature review and did not incorporate certain feature levels. Therefore, we aim to address this literature gap by investigating a novel taxonomy that supports decision making in building, designing, and comparing NLP features, and helps to specify the relationships of the very features towards the outcome of a trained model.

Research Methodology

Our research started with a systematic literature review based on Webster and Watson (2002) and vom Brocke et al. (2015) to capture the diversity of text features used for feature engineering across different disciplines (see Table 1). Second, we derived dimensions and characteristics in a novel taxonomy following the method presented by Nickerson et al. (2013). Third, we evaluated the quality of the taxonomy with five semi-structured interviews with experts from research and industry. Finally, we performed a cluster analysis to display the complex relationships of text features in a heat map and to identify the application of certain feature groups that used similar features (Kauffman and Rousseeuw 2005).

<table>
<thead>
<tr>
<th>Step 1: Database Creation</th>
<th>Step 2: Taxonomy Development</th>
<th>Step 3: Taxonomy Evaluation</th>
<th>Step 4: Taxonomy Application</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Steps</strong></td>
<td><strong>Steps</strong></td>
<td><strong>Steps</strong></td>
<td><strong>Steps</strong></td>
</tr>
<tr>
<td>Search for relevant papers in IS and NLP literature</td>
<td>Define meta characteristic</td>
<td>Evaluate dimensions and characteristics with experts based on quality criteria</td>
<td>Cluster analysis to display relationships of NLP in a heat map</td>
</tr>
<tr>
<td>Analyze and synthesize literature concerning NLP feature engineering</td>
<td>Run taxonomy development iterations</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Method</strong></td>
<td><strong>Method</strong></td>
<td><strong>Method</strong></td>
<td><strong>Method</strong></td>
</tr>
<tr>
<td><strong>Source</strong></td>
<td><strong>Source</strong></td>
<td><strong>Source</strong></td>
<td><strong>Source</strong></td>
</tr>
<tr>
<td>NLP feature engineering literature</td>
<td>Existing classifications, database of 133 features</td>
<td>Semi-structured interviews with experts</td>
<td>NLP literature (identified in phase 1)</td>
</tr>
<tr>
<td>Database with 211 articles on NLP feature engineering</td>
<td>Taxonomy of NLP features</td>
<td>Evaluated taxonomy of NLP features</td>
<td>Insights of NLP usage patterns</td>
</tr>
</tbody>
</table>

Table 1. Overview of the four consecutive research steps.

**Step 1: Database Creation Through a Systematic Literature Review**

To identify the diversity of different text features used for feature engineering, we have drawn on the systematic literature search approaches by Webster and Watson (2002) and vom Brocke et al. (2015). Based on current literature on feature engineering such as Bird et al. (2009), Weiss et al. (2010), Missen et al.
We identified different keywords, which researchers used to describe the process of NLP feature engineering. Based on these, we build the following search string trying to incorporate the previously captured keywords: "(text OR language OR handcrafted OR manual OR human) AND (Feature) AND (Engineering OR Generation OR Selection OR Creation)."

To find relevant literature with NLP studies that applied feature engineering, we applied the search string to the following six databases: AISeL, EBSCO, Science Direct, ProQuest ABI Inform, and ACM Digital Library. The papers were retrieved from January to May 2019. Table 2 summarizes the obtained hits and the relevant papers of each database.

<table>
<thead>
<tr>
<th>Databases</th>
<th>AISeL</th>
<th>EBSCO</th>
<th>ScienceDirect</th>
<th>ProQuest</th>
<th>ACM Digital Library</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hits</td>
<td>Relevant</td>
<td>Hits</td>
<td>Relevant</td>
<td>Hits</td>
</tr>
<tr>
<td><strong>Total hits</strong></td>
<td>5375</td>
<td>9</td>
<td>1099</td>
<td>69</td>
<td>2034</td>
</tr>
<tr>
<td><strong>Total relevant papers</strong></td>
<td>9698</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Without duplicates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>+17 forward-backward search</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>-12 papers without text features</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Overview of found hits and relevant papers for each database.

**Paper selection:** The database search resulted in 9698 hits. Titles, abstracts, and keywords were screened to fit the abovementioned definition and application to the scope of our study. We excluded papers that did not refer to textual data or that applied feature engineering in another domain than natural language processing. Multiple papers were excluded due to a different research scope described in their abstract, e.g., several papers described feature extraction for text recognition in images and thus were eliminated from our sample. This screening process resulted in 241 potentially relevant papers that mentioned that they applied feature engineering in the course of their study. After the elimination of all duplicates, 206 relevant papers were remaining. Afterwards, a forward and backward search was carried out according to Webster and Watson (2002). Through screening the references, 17 of the articles were added to the list, resulting in 223 relevant papers. Next, we thoroughly read each paper. We found 12 papers that described a process or applied a method within NLP without mentioning or describing any feature. Therefore, we excluded those papers from our sample and finally ended with 211 papers that discussed feature engineering for NLP and described at least one textual feature.

**Paper analysis:** The 211 relevant papers were analyzed from a concept-centric perspective based on an abductive approach. Thereby, to aggregate the insights from identified NLP studies, we developed a list of master codes and master code descriptions representing different NLP features. This process was iterative and required multiple rounds of coding of the identified papers by different researchers. The process started by two of the researchers independently coding a subset of 25 randomly chosen articles. For each of the 25 studies, we listed the used NLP text features and the application domain. If the features were not directly mentioned in the study, we tried to investigate the features in the appendices or online representations of the research. We conducted a workshop to discuss how to combine NLP features across studies, which resulted in a distinct list of text features and descriptions. During the next iterations, one researcher always coded a batch of 25 articles based on the feature list and definitions recorded so far. Afterwards, a group of three researchers met to discuss the findings. In case the coding was unclear, the NLP features, as well as the descriptions, were discussed and corrected until an agreement was achieved. In each iteration, we added new features and descriptions to our list until all papers were coded. Our final feature list consisted of 133 unique NLP features from 211 coded papers.
**Step 2: Taxonomy Development**

We aim to provide framing through the development of a comprehensive taxonomy. Therefore, we follow the method presented by Nickerson et al. (2013), which has been applied by several other studies in the IS field, such as Feine et al. (2019). The method follows an iterative and structured process for developing taxonomies grounded on theoretical foundations (deduction) and empirical evidence (induction). By applying the method of Nickerson et al., (2013), we develop different dimensions and characteristics based on both, published studies about feature engineering for NLP, found in our literature review, and empirical evidence of specific meta attributes. The development of a taxonomy usually starts with defining a specific phenomenon of interest, also called meta-characteristic. The creation of all dimensions and characteristics should be based on contributing to this meta-characteristic. Our meta-characteristic is to develop a novel artifact which facilitates NLP feature engineering of scientists and practitioners by forming theoretically grounded and empirically validated dimensions and characteristics of text features in NLP. Nickerson et al. (2013) suggest different subjective and objective criteria, also called ending conditions, which a taxonomy has to fulfill after the iterative taxonomy development process. We defined the following ending conditions (EC) to determine when to terminate the iterative process.

A) At least one object (text feature) is classified under every characteristic of every dimension.

B) No new dimension or characteristic has been added in the last iteration.

C) Dimensions and characteristics are unique and are not repeated.

D) Every known object (text feature) is classified in the taxonomy.

All ending conditions should be fulfilled by the final taxonomy. In the presented taxonomy below, all ending conditions are met and we believe that to the best of our knowledge we represent all the found NLP features. However, especially condition D) might give us difficulty in the future since we would never claim that we found all NLP features used by practitioners or scientists. However, we believe that our current taxonomy presents the diversity of text features and completeness to all identified features in the systematic literature review. We have found a set of features diverse enough to demonstrate their commonalities and differences and comprehensive enough to display all identified text features.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Approach</th>
<th>Taxonomy</th>
<th>EC met</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>conceptual-to-</td>
<td>$T_1 = {\text{Linguistic Category (morphological, lexical, syntactical, semantical), Granularity Level (character, word, sentence, document)}}$</td>
<td>A,C</td>
</tr>
<tr>
<td></td>
<td>empirical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>empirical-to-</td>
<td>$T_2 = {\text{Linguistic Category (morphological, lexical, syntactical, semantical), Granularity Level (character, word, sentence, document), Information Source (corpus-based, lexicon-based)}, Dimensionality (one-dimensional, multi-dimensional), Representation (integer, real number)}$</td>
<td>A,C</td>
</tr>
<tr>
<td></td>
<td>conceptual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>empirical-to-</td>
<td>$T_3 = {\text{Linguistic Category (morphological, lexical, syntactical, semantical), Granularity Level (character, word, sentence, document, beyond document), Information Source (corpus-based, lexicon-based)}, Dimensionality (one-dimensional, multi-dimensional), Representation (binary, integer, real number)}$</td>
<td>A,C</td>
</tr>
<tr>
<td></td>
<td>conceptual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>empirical-to-</td>
<td>$T_4 = {\text{Linguistic Category (non-linguistic, morphological, lexical, syntactical, semantical), Granularity Level (character, word, sentence, document, beyond document), Information Source (corpus-based, lexicon-based)}, Dimensionality (one-dimensional, multi-dimensional), Representation (binary, integer, real number)}$</td>
<td>A,C</td>
</tr>
<tr>
<td></td>
<td>conceptual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>empirical-to-</td>
<td>$T_5 = {\text{Linguistic Category (non-linguistic, morphological, lexical, syntactical, semantical, non-linguistic), Granularity Level (character, word, sentence, document, beyond document), Information Source (corpus-based, lexicon-based)}, Dimensionality (one-dimensional, multi-dimensional), Representation (binary, integer, real number)}$</td>
<td>A,B,C,D</td>
</tr>
</tbody>
</table>

**Table 3. Taxonomy development iterations based on Nickerson et al. (2013).**

Since we would estimate a high level of knowledge in the research area and multiple NLP studies with feature engineering are available, we conducted a conceptual-to-empirical cycle first, followed by four
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empirical-to-conceptual cycles. We inductively challenged the latest status of the taxonomy by classifying NLP features and revising existing dimensions and characteristics accordingly. The development of our taxonomy is illustrated in Table 3. In total, we classified all of the 133 found NLP features in five iterations until all ECs were met. Finally, the taxonomy consists of five dimensions and multiple associated characteristics.

**Step 3: Taxonomy Evaluation**

To ensure the quality of our taxonomy, we assessed it against the following five criteria: *conciseness, robustness, comprehensibility, extendibility, and explanatory power* (Nickerson et al. 2013). Hence, to evaluate the taxonomy, we conducted semi-structured interviews with five experts that either had expertise in NLP research (four interviewees) or NLP development in practice (one interviewee) following the taxonomy evaluation suggestions of Szopinski et al. (2019). The shortest interview lasted 45 minutes, while the longest took 56 minutes. The interview guideline consisted of 18 open questions which were based on the five evaluation criteria. The final version of our taxonomy, the meta-characteristic, as well as exemplary NLP feature were sent to the interviewees before the interviews. In the interviews, we then asked the interviewees to comment and identify potentials for revision and improvement of the taxonomy.

All in all, the interviewees were quite positive about the *conciseness* of the taxonomy. All of them mentioned that the number of dimensions were well chosen and do not overwhelm the reader. Concerning the *robustness*, the experts mentioned that some feature groups are only possible with certain characteristics, e.g., the semantic linguistic level is almost always a corpus-based feature, since external information is needed for the semantics. We considered this in our evaluation, however, all of the experts agreed some combinations are just natural in NLP text features and therefore also dependent on each other. Next, the experts agreed that the taxonomy is *comprehensive* concerning the state-of-the-art. However, they also claimed that based on ongoing rapid developments in the area of NLP, new dimensions and characteristics may need to be added in the future. Nevertheless, they agreed that the taxonomy probably illustrates the state-of-the-art NLP text features. In fact, all experts mentioned that the taxonomy is easily *extendible*, and novel features could easily be added later on. Concerning the *explanatory power*, the experts were convinced that the taxonomy is easily understandable for an experienced NLP researcher or practitioner, however, might be harder for a novice user to understand, since it demonstrates the complex feature relationships. We followed that up by illustrating the final taxonomy as an NLP feature canvas with guiding questions to also enable novice NLP practitioners to easily understand the complex relationship of NLP features (Figure 3).

**Step 4: Taxonomy Application through Cluster Heat Mapping**

Based on our finally evaluated taxonomy, we aimed to provide further insight by displaying the complex relationships of text features and their application to provide researchers and practitioners further support in their practical work. Text features are rarely used individually, but often in combination with other, domain-related features. Such groups of related features evolved in different disciplines and application areas. Therefore, we argue there may exist "natural" clusters of NLP features, which would help us to display the complex relationships of text features and better interpret their application to provide researchers and practitioners further support in their practical work. We used cluster analysis and heat mapping as a descriptive, exploratory tool to identify these natural patterns in data (Kaufman and Rousseeuw 2005). For this purpose, we created a data matrix $D(i,j)$, $1 \leq i \leq N, 1 \leq j \leq M$ with the rows representing the $N$ features and the columns representing the $M$ publications. A matrix element $D(i,j)$ is set to 1, if publication $j$ contains feature $i$, and 0, if not. This resulted in a binary $N \times M$ data matrix. Since the individual features were created from our systematic literature review, they are already pre-ordered according to their granularity-level: morphological, word, sentence, document, and beyond-document. For the publications in the columns, there is no such "natural" order. They are simply organized in alphabetical order.

We performed a clustering based on Ward’s algorithm (Ward 1963) as an agglomerative clustering technique with a Euclidean metric since it is known for accurate clustering with smaller data sets. We used the Python-based API SciPy as well as Matplotlib for plotting the resulting matrix in a heat map. The result of hierarchical clustering is a total ordering of the objects in form of a tree or dendrogram, the leaves of which define a similarity sequence. This sequence can be used to rearrange the columns of our matrix in such a way that columns that are most similar to each other become directly adjacent. In other words:
publications that use similar sets of features are grouped closely together. We believe, by visualizing the results, that we can provide further insights by identifying a natural grouping of publications that used similar features and derive possible white spots.

**Taxonomy of NLP Features**

In total, we found 133 distinct NLP features in 211 papers that discussed feature engineering for NLP and described at least one textual feature. We found three groups of papers: 1) papers that described features but did not give them a designation (= a class name); 2) Papers that used such designations for features, which we considered as the starting point of a classification; and 3) a group of papers that presented lists of features and classified them along a single dimension and, in very rare cases, along two dimensions (e.g., Abbasi et al. 2008).

In total, we found 20 papers containing a feature list or table and 191 papers which simply present their distinct features without further illustration or categorization (see Figure 2 on the right). The majority of papers that we analyzed applied feature engineering to a specific NLP domain. 75 of the 191 papers had a theoretical focus without addressing one particular application area. The remaining 136 papers, however, could well be assigned to a particular application area. Figure 2 shows their distribution on the left. In total, we found more than 20 application areas in our sample of NLP papers. Most of the publications were applying feature engineering to sentiment analysis (20 percent) and social media sense-making (10 percent). The rest of the sample applied NLP feature engineering to various other topics, such as authorship attribution, deception detection (e.g., fake news detection), text summarization, question answering, readability analysis, or argumentation mining. Over 90 percent of the studies conducted their NLP research on English language texts. Other studies included German, Japanese, Spanish, French, Mandarin, or Swedish documents.

**Linguistic Analysis Level**

The dimensions most widely mentioned in literature are the linguistic perspective (Johnson et al., 2015), or in other words, the hierarchy of stages in NLP: morphological analysis, lexical analysis, syntactical analysis, and semantic analysis (Bird et al., 2009; Johnson et al., 2015). Lexical analysis converts a textual input stream into words (also called terms or tokens) that build the vocabulary of the text. Morphological analysis looks at the internal structure of the words in more detail (e.g., syllables). Syntactic analysis determines the structure of a sentence and the role that each word has within the sentence. Semantic analysis is concerned with the meaning of a word, a sentence, or a whole text. Many authors classify NLP features along these linguistic perspectives. Lexical, syntactic, and semantic features are described by Kambhatala (2004) for relation detection, by Abbasi et al. (2008) for sentiment analysis, by Loni et al. (2011) for question classification, and by Alzahrani et al. (2012) for plagiarism detection. The problem that linguistic analysis levels create when developing a feature taxonomy is that there is not necessarily a one-to-one relationship between a feature and an analysis level. Sentiment analysis works basically with the meaning of words (with positive or negative sentiments) and thus requires a lexical and semantic but not necessarily syntactic analysis (Hatzivassiloglou and Wiebe 2000). The study of meanings of words is called lexical semantics (Johnson 2007). In our analysis, we always assign a feature to the highest linguistic
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A much less observed characteristic of textual features is their granularity level (so called by Missen et al., 2013 and Suh, 2016). A hierarchy can be described that decomposes a text (a document, a review, a post, a tweet) into sentences, which are decomposed into words, which are decomposed into characters. Even if the granularity levels seem to be similar to the linguistic analysis levels, they are not the same. This becomes vividly illustrated by looking at unigrams and POS unigrams (Brett and Pinna 2015; Reyes and Rosso 2012). A text "the highest peak in the country" (Brett and Pinna 2015) is composed of single words (= unigrams), which have syntactic roles (= part-of-speech tags, POS tags). Occurrences of both unigrams and POS unigrams can be counted and thus be used as features. Unigrams require lexical analysis and POS unigrams require syntactic analysis ("part-of-speech tagging"). So, unigrams and POS unigrams are on different linguistic analysis levels, but they have the same granularity; they are both on the word level. Thus, the granularity level "word" does not necessarily coincide with the linguistic analysis level "lexical". Another example is the semantic feature "polarity" (semantic orientation). Polarity can be analyzed on the word level, on the sentence level, or on the document level (Missen et al. 2013), which again shows how important the granularity level is for differentiation. On top of that, we realized that several authors used features that go beyond the level of the single document, e.g., the similarity of titles between multiple documents (John et al. 2017). Here, lexical components are compared between different data points (documents). Moreover, there exist plenty of non-linguistic features that go beyond pure text analysis. Examples are the number of links pointing to a web page (Fürnkranz 1999), the number of clicks on a question and answer pair (Jeon et al. 2006), or the number of tweets marked as favorites (Cossu et al. 2015). This type of feature depicts a characteristic that is above the single document level, mostly looking at a collection of several documents. This can be hypertexts, discussion threads on web forums, or question and answer threads. We address the granularity level of those features with a characteristic called "beyond document".

**Granularity Level**

A much less observed characteristic of textual features is their granularity level (so called by Missen et al., 2013 and Suh, 2016). A hierarchy can be described that decomposes a text (a document, a review, a post, a tweet) into sentences, which are decomposed into words, which are decomposed into characters. Even if the granularity levels seem to be similar to the linguistic analysis levels, they are not the same. This becomes vividly illustrated by looking at unigrams and POS unigrams (Brett and Pinna 2015; Reyes and Rosso 2012). A text "the highest peak in the country" (Brett and Pinna 2015) is composed of single words (= unigrams), which have syntactic roles (= part-of-speech tags, POS tags). Occurrences of both unigrams and POS unigrams can be counted and thus be used as features. Unigrams require lexical analysis and POS unigrams require syntactic analysis ("part-of-speech tagging"). So, unigrams and POS unigrams are on different linguistic analysis levels, but they have the same granularity; they are both on the word level. Thus, the granularity level "word" does not necessarily coincide with the linguistic analysis level "lexical". Another example is the semantic feature "polarity" (semantic orientation). Polarity can be analyzed on the word level, on the sentence level, or on the document level (Missen et al. 2013), which again shows how important the granularity level is for differentiation. On top of that, we realized that several authors used features that go beyond the level of the single document, e.g., the similarity of titles between multiple documents (John et al. 2017). Here, lexical components are compared between different data points (documents). Moreover, there exist plenty of non-linguistic features that go beyond pure text analysis. Examples are the number of links pointing to a web page (Fürnkranz 1999), the number of clicks on a question and answer pair (Jeon et al. 2006), or the number of tweets marked as favorites (Cossu et al. 2015). This type of feature depicts a characteristic that is above the single document level, mostly looking at a collection of several documents. This can be hypertexts, discussion threads on web forums, or question and answer threads. We address the granularity level of those features with a characteristic called "beyond document".

---

**Natural Language Processing Feature Canvas:**

*A single NLP feature can be categorized by the following five dimensions:*

**Linguistic Analysis Level**

Which linguistic level does the NLP feature involve?

- non-linguistic
- morphological
- lexical
- syntactic
- semantic

**Granularity Level**

What is the granularity level of the NLP feature?

- character
- word
- sentence
- document
- beyond document

**Information Source**

Are internal or external information used for the feature?

- using external information
  - (pre trained or lexicon-based)
- using internal information
  - only (corpus-based)

**Dimensionality**

Vectorization – how is the feature attached to the feature matrix?

- one-dimensional (scalar)
- multi-dimensional (vector)

**Representation**

With which data type is the feature represented in the feature matrix?

- binary (presence)
- integer (count)
- real number (e.g., TF/IDF, percentage, interval +1,-1)

**Figure 3. Taxonomy of NLP features in an NLP feature canvas according to the method proposed by Nickerson et al. (2013).**
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Information Source

Semantic features often rely on externally available lexicons that describe the semantic orientation or polarity (positive or negative) and subjectivity (subjective or objective) of individual words or phrases (Taboada et al. 2011). WordNet is such a lexical resource used for opinion mining (Baccianella et al. 2010). Since semantic features can also be corpus-based (Liao and Grishman 2010), a dimension describing the use of external sources is appropriate. Therefore, we included a dimension called "information source" with the characteristic's corpus-based and lexicon-based to provide differentiation.

Dimensionality of Features

As already stated above, several classifications of NLP features along single dimensions can be found in literature. A dimension that has rarely been brought up in research papers is the dimensionality of a feature – probably because it is too obvious for most of the authors. There are essentially two cases: features that are expressed in a single number, like the number of occurrences of a specific word in a document, the percentage of nouns in a text, or the Flesch readability index (e.g., Flesch, 1943; Kincaid et al., 1975; Feng et al. 2010), and features represented as a vector, like bags of words, bags of n-grams, word embeddings, or sentence embeddings (e.g., Levy and Goldberg, 2014; Brett and Pinna, 2015; Wambgsansss et al., 2020). The dimensionalities of the latter correspond with the size of the individual vocabulary or embedding dimensions. Therefore, it is sufficient to distinguish the two characteristics as one-dimensional (scalar) and multi-dimensional features (vector).

Representation of Features

All features that we found in the literature were expressed in numbers, also categorial features (e.g., POS-tags). They can be distinguished according to their representation (Khadjah Nassirtoussi et al. 2014) in binary numbers (0, 1), integer numbers (e.g., counts, frequencies), and real numbers (e.g., percentages, values within an interval). Bags of words appear in four different representations: presence of a word in a document (binary), number of occurrences of a word in a document (TF = term frequency), TFIDF

<table>
<thead>
<tr>
<th>Feature</th>
<th>References</th>
<th>Linguistic Analysis Level</th>
<th>Granularit y Level</th>
<th>Ext. Source</th>
<th>Dimensionality</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of character &quot;@&quot;</td>
<td>Zheng et al. (2006)</td>
<td>lexical</td>
<td>character</td>
<td>no</td>
<td>scalar</td>
<td>integer (count)</td>
</tr>
<tr>
<td>Average number of syllables per word</td>
<td>Feng et al. (2010)</td>
<td>Morphol.</td>
<td>word</td>
<td>no</td>
<td>scalar</td>
<td>real number</td>
</tr>
<tr>
<td>Average sentence length in words</td>
<td>Suh (2016)</td>
<td>lexical</td>
<td>word</td>
<td>no</td>
<td>scalar</td>
<td>real number</td>
</tr>
<tr>
<td>POS-n-gram vectors</td>
<td>Brett and Pinna (2015); Tang and Cao (2015)</td>
<td>syntactical</td>
<td>word</td>
<td>no</td>
<td>vector</td>
<td>integer (count)</td>
</tr>
<tr>
<td>Word embeddings</td>
<td>(Levy and Goldberg 2014)</td>
<td>lexical</td>
<td>word</td>
<td>no</td>
<td>vector</td>
<td>real number</td>
</tr>
<tr>
<td>Binary character trigram vectors</td>
<td>Lipka and Stein, (2010)</td>
<td>lexical</td>
<td>character</td>
<td>no</td>
<td>vector</td>
<td>binary (presence)</td>
</tr>
<tr>
<td>Readability indices (Flesch, Kincaid, etc.)</td>
<td>Flesch (1943); Kincaid (1975)</td>
<td>lexical</td>
<td>document</td>
<td>no</td>
<td>scalar</td>
<td>real number</td>
</tr>
<tr>
<td>Word polarity</td>
<td>Rice and Zorn (2013); Agarwal and Mittal (2016)</td>
<td>semantic</td>
<td>word</td>
<td>yes</td>
<td>scalar</td>
<td>real number (-1; +1)</td>
</tr>
<tr>
<td>Sentence polarity</td>
<td>Missen et al. (2013)</td>
<td>semantic</td>
<td>sentence</td>
<td>yes</td>
<td>scalar</td>
<td>real number (-1; +1)</td>
</tr>
<tr>
<td>Document polarity (Review polarity)</td>
<td>Mukherjee and Bhattacharyya (2012)</td>
<td>semantic</td>
<td>document</td>
<td>yes</td>
<td>scalar</td>
<td>real number (-1; +1)</td>
</tr>
<tr>
<td>Time stamp of a message</td>
<td>Abbasi et al. (2018)</td>
<td>non-linguistic</td>
<td>document</td>
<td>no</td>
<td>scalar</td>
<td>real number</td>
</tr>
<tr>
<td>Number of links pointing to a web page</td>
<td>Fürnkranz (1991)</td>
<td>non-linguistic</td>
<td>beyond document</td>
<td>no</td>
<td>scalar</td>
<td>real number</td>
</tr>
</tbody>
</table>

Table 4. Feature examples categorized by linguistic analysis level, granularity level, external sources dimensionality, and representation.
A Taxonomy of Features for NLP-based Machine Learning

representation of a word in a document (TFIDF = term frequency-inverse document frequency), and a real number representing the relative importance of a word in a document within a given corpus. Since TFIDF has a paramount role in NLP, we keep TFIDF as a separate class within the dimension "representation". Literature often does not distinguish clearly between the name of a feature and its representation. Some authors call an individual word a feature, some say that the number of occurrences of a certain word is a feature. Günal et al. (2006) talk about 140 features for spam detection, and they present a list of 140 words. The representation dimension helps to avoid confusion in this terminology.

We want to provide a deeper understanding of the five dimension and their characteristics. Therefore, we apply our taxonomy (NLP feature canvas) to different examples illustrated in Table 4.

Cluster Heatmapping of NLP Features Across Studies

To provide further insights, we aim to identify patterns of text features by illustrating the frequency of text features according to the dimensions and characteristics we found in our sample of studies (see Figure 4). In Figure 4, we illustrate the frequency distribution of NLP features we found in our subset of NLP studies. Concerning the linguistic analysis level, 74 percent of all features are on the lexical level. Moreover, 73 percent of studies used features on the word granularity level, and around 27 percent used external information such as dictionaries for feature engineering. The analysis shows that researchers rarely use features above the word or lexical level. In fact, only 18 percent of our subset of studies about feature engineering in NLP used features on a sentence, document, or beyond-document level. This depicts a lack of application and a white spot of those feature levels since these feature characteristics showed promising values in various domains (e.g., Fürnkranz, 1999).

![Figure 4. Illustration of the frequency distribution of text features for linguistic analysis level, granularity level, and information source in our sample of 211 NLP studies.](image)

Next, our objective was to identify patterns and further white spots to better interpret the application of certain text feature groups that combine similar features. In Figure 5, we display our binary $N \times M$ data matrix before (Figure 5, left: unclustered data) and after rearranging the columns based on Ward’s algorithm (Ward, 1963) (Figure 5, right: clustered data). The rows represent the 133 NLP features, and the columns encompass all 211 studies from our sample collected in the systematic literature review. A black dot indicates that a feature is used in the corresponding study. Moreover, we illustrated the resulting tree in a dendrogram, the leaves of which define a similarity sequence.

In the heat map, we can see filaments in the data, which indicate a certain feature and a group of studies that use it. Most prominent is the lexical word-level feature Bag-of-Words (BoW). More than 90 percent of the analyzed papers were using BoW, which explains the long black vertical line in the heat map. Based on the dendrogram, we identified three main clusters of application patterns of studies (C1, C2, C3). Cluster one (C1 in Figure 5) represents a group of studies that solely used BoW as a feature. In fact, 50 percent of the NLP applications in our data set are based on this word-level feature, in which the order and co-occurrence of words are not considered. Either the authors were not aware of higher-level features or they were satisfied with the performance of their analysis based on BoW. However, since many further features are available and could be of value, these studies in C1 would have the potential to improve their results by conducting feature engineering, e.g., based on our taxonomy. In cluster two (C2), we see a group of studies that use BoW in combination with other features (around 40 percent). These features are indicated by two more filaments: One feature group is POS grams, which 32 percent of the analyzed papers used. Another band reflects the occurrence of negative or positive words, which 22 percent of the studies in our sample
used. Finally, we found a third cluster (C3), which reflect a small group of papers which used intensive feature engineering across all granularity- and linguistic-levels in their NLP-studies. However, these studies reflect about five percent of the overall papers in our data set. This indicates that there seems to be untapped potential in current NLP studies.

Figure 5. Illustration of clustered data matrix in a heat map (Wilkinson and Friendly 2009).

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Description</th>
<th>Percentage of studies</th>
<th>Implication</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Studies solely use the BoW</td>
<td>About 50 percent of studies in our sample</td>
<td>• The minority of studies tune their NLP-based ML use cases based on higher-level features (C3).</td>
</tr>
<tr>
<td>C2</td>
<td>Studies use BoW and additional features</td>
<td>About 40 percent of studies in our sample</td>
<td>• Several NLP-based ML use cases fall behind their potential (C1).</td>
</tr>
<tr>
<td>C3</td>
<td>Studies use extensive feature engineering</td>
<td>About 5 percent of studies in our sample</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Overview of identified NLP feature groups (C1, C2, C3) after a hierarchical clustering.

Discussion and Contribution to Theory and Practice

We analyze the manifold use of NLP features and propose a novel design space of features and categories incorporated in an easily usable feature canvas that is intended to help both researchers and practitioners to approach NLP endeavors in a structured manner. The resulting taxonomy simplifies the comparability of NLP features between different studies, domains, or applications and reduces the costly effort for feature engineering of practitioners and scientists for traditional ML methods. The proposed taxonomy consists of features diverse enough to demonstrate their commonalities and differences and comprehensive enough to encompass every feature we found in our systematic literature review. We believe that this diversity will encourage researchers and practitioners in IS to move beyond the scope of their discipline embracing the diversity of features that we condensed in the taxonomy. This shall increase the quality of their feature generation for research purposes or practical applications.

From a theoretical perspective, we integrate existing literature, including literature reviews on NLP feature engineering (e.g., Fromm et al., 2019), by developing a new taxonomy, which moves beyond existing classifications and structures and groups NLP features from an integrative IS perspective. With a common classification of NLP features assuming a holistic perspective, we provide a deeper understanding of what needs to be considered when designing, evaluating, and comparing NLP applications. By combining the dimensions and characteristics of our taxonomy, we can now assist researchers and practitioners to better determine which design characteristics affect a certain outcome (e.g., for explainability and transparency post-hoc analysis). This provides opportunities for future research and more detailed insights on how to design, evaluate or compare NLP features. Our taxonomy goes beyond classifying NLP-based features as it eases knowledge sharing, provides a better understanding of interrelationships among the NLP features, and thus supports decision making of researchers and practitioners (Bailey 1994; Usman et al. 2017).
A Taxonomy of Features for NLP-based Machine Learning

taxonomy may change the way we think and learn about NLP feature engineering in IS since it goes beyond merely classifying objects and additionally serve as a way to predict outcomes (Doty and Glick 1994). Second, we identify and classify dimensions and characteristics beyond a disciplinary perspective of NLP feature engineering that is part of an NLP-based ML use case and its successful training and explainability analysis. Third, the various characteristics are categorized and clustered in three distinct groups (C1, C2, C3). These clusters will help researchers and practitioners to gain an overview of existing research on NLP feature engineering and to identify corresponding gaps. We believe that our research findings can offer a valuable starting point for further developing guidelines or frameworks for NLP feature engineering, especially for special use cases, in which handling accuracy issues of small data sets or conducting explainability assessments of large data models play a crucial role for successful use case deployment. Especially, this provides a profound base for SMEs and other organizations to better design NLP models in their specific use cases. Moreover, our taxonomy may be used for educating and training novice NLP learners with a comprehensive classification of NLP features across domains and clustered groups of their application.

Given the immense growth of NLP-based ML in research and practice, as well as the interest in explainable modelling through NLP feature engineering or analysis to enhance transparency and predictive outcomes, further research on this topic is guaranteed. Such research will require a solid classification and a theoretical understanding of a design space of NLP text features. In this paper, we offer such an understanding by presenting our taxonomy, its application by performing cluster analysis on it, which facilitates us to identify white spots in literature, which are worthwhile to be investigated by future research. In this regard, we offer researchers to apply a more nuanced perspective when training NLP-based models based on our NLP feature canvas. From a practical perspective, a common understanding of NLP feature characteristics also fosters several insights for the field NLP, Computer Linguistics and HCI. Our systematic classification of NLP features enables researchers and practitioners to design, evaluate, compare, and predict how different feature combinations impact the predictive outcome in a certain domain more effectively. For instance, at a basic level, our taxonomy determines a number of design decisions a researcher has to take when tuning an NLP model for a rare use case or to post-hoc analyze the explainability of a deep learning model. Based on our taxonomy, researchers can now identify different kinds of NLP features by combining different characteristics of our taxonomy, depending on their domain and use case.

Of course, this research has several limitations, which provide avenues for future research. First, we only identified NLP features based on scientific publications, since our main objective was to interactively categorize studies on NLP feature engineering for structuring and enriching the IS knowledge base. Therefore, future research may adjust and extend our taxonomy based on an in-depth analysis of real-world use cases. Moreover, in the preliminary screening, we only selected research papers that explicitly mentioned text feature engineering as our goal was to achieve diversity, not volume. Future research is needed to investigate the effects of the dimensions and characteristics on performance outcomes of the NLP studies for the different application areas. We believe that with our web platform we can further contribute to increase the levels of transparency and prediction accuracy of NLP features in many domains. Finally, based on technological advancements, more NLP features may need to be added in the future. However, encouraged by the evaluation with experts, we believe that our taxonomy represents a valuable state-of-the-art tool for analyzing NLP features for current IS research and practice.

**Conclusion**

In this study, we developed a taxonomy of NLP features based on Nickerson et al.’s (2013) methodological approach, which allowed us to identify groups and white spots based on a cluster heat map analysis. Our NLP feature taxonomy is intended to help researchers and practitioners to develop, refine, compare, and evaluate their NLP studies and projects. In addition to this article, we freely present all 133 identified text features on a web platform and encourage researchers to add features not listed accordingly. Our ultimate goal is to present an eclectic collection of text features and a corresponding classification framework towards a shared understanding across application domains.
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