ABSTRACT
The next major evolutionary stage for voice assistants will be their capability to initiate interactions by themselves. However, to design proactive interactions, it is crucial to understand whether and when this behaviour is considered useful and how desirable it is perceived for different social contexts or ongoing activities. To investigate people’s perspectives on proactivity and appropriate circumstances for it, we designed a set of storyboards depicting a variety of proactive actions in everyday situations and social settings and presented them to 15 participants in interactive interviews. Our findings suggest that, although many participants see benefits in agent proactivity, such as for urgent or critical issues, there are concerns about interference with social activities in multi-party settings, potential loss of agency, and intrusiveness. We discuss our implications for designing voice assistants with desirable proactive features.
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1 INTRODUCTION

Voice assistants (VAs) are becoming more intelligent and capable of supporting increasingly complex tasks and dialogues. People use them for controlling smart home devices, information seeking, entertainment, shopping, and activity management, among others [30]. As more and more VAs are finding their way into our homes in the form of smart speakers, they play a greater role as digital everyday helpers. However, despite the broad range of use cases and increasingly advanced language understanding and “conversational abilities” of smart speakers, these devices are still interacting mainly in a reactive manner, responding to the users’ inquiry. The interaction starts with users saying the wake word followed by an inquiry, and only then the agent responds to the user.

With rapid advances in artificial intelligence, natural language understanding, and sensing techniques, VAs are becoming more capable of understanding users’ behaviours, preferences, intentions, and surroundings, which opens up a broad landscape of opportunities for proactive interactions. Proactive behaviours from VAs are considered as agent-initiated interactions triggered by events related to the user(s) and their environment, as opposed to user-initiated inquiries or pre-configured actions, such as reminders, alerts, or routines set by the user [31]. In several studies, researchers have begun to examine proactive behaviour of VAs and proposed to use it for specific situations and environments [20, 27, 33]. Others have looked into the timing of proactive VA interruptions [7] and how such interruptions should be designed [11]. Moreover, certain commercial assistants already support some basic proactive services, such as reminding users of their schedule [1], automating home routines [2], and supporting home safety and security [3].

Nevertheless, the current state of research still lacks a deeper understanding of how people perceive and feel about such interactions at home. As proactive VAs require to monitor and process users’ behaviour constantly, privacy concerns are likely to intensify. Tabassum et al. [38] highlighted that privacy remains a key concern that limits users’ willingness to use proactive VAs. However, other factors driving users’ acceptance of proactive VAs beyond privacy concerns, such as the usefulness and appropriateness of situations to be interrupted, remain unexplored.

To close the gap in understanding people’s perceptions of proactive VAs in a domestic setting, we present an elicitation study to investigate the desirability of agent-initiated interventions, i.e., high usefulness, high appropriateness, and low invasiveness. Therefore, we address the following research questions:

RQ1: Under which circumstances is proactive behaviour by a voice assistant perceived as desirable?
RQ2: How should proactive interventions be initiated by the voice assistant?

To answer our research questions, we designed a set of storyboards illustrating a range of possible proactive interventions in a home environment. An example storyboard is shown in Figure 1. In an online elicitation study, we conducted interactive interviews. The participants went through a series of tasks based on these storyboards using a virtual, collaborative whiteboard to evaluate and contemplate on the concept from different perspectives. Our results show that key factors for a desirable proactive intervention are the people in the room, the type of ongoing activity, the urgency of the topic, the user’s current emotional state, and the agent’s initiation and phrasing of the intervention. The main contribution of this work is empirical evidence for the situational desirability of proactive VA behaviour, thereby providing a deeper understanding of factors influencing user acceptance. Our findings point toward a dilemma. As such, interactions are often perceived as useful but at the same time invasive or inappropriate. Therefore, we propose an initiation process model for minimizing the intrusiveness of useful features.

2 RELATED WORK

Although current commercial smart speakers support a limited set of proactive features such as Amazon Echo displaying a specific light pattern to visualise notifications and messages, or Google Home delivering proactive reminders for upcoming meetings based on the user’s calendar, such devices remain primarily reactive with users initiating interactions. However, proactive interactions in such devices can open up new opportunities for supporting, probing, or inspiring their users [42]. In this section, we summarise related work on proactivity in VAs, opportune moments for VAs to proactively engage with the user, privacy concerns, and appropriateness of proactive interventions.

2.1 Proactivity in VAs

A survey with 1,550 participants by Schmidt and Braunger [33] revealed that proactivity is a favoured feature by users. Similarly, an elicitation study by Völkel et al. [41] on users’ envisioned dialogues with a perfect voice assistant showed that many participants imagined proactive voice assistant behaviour to be desirable. In particular, the envisioned dialogues pointed to agents being able to anticipate the next possible actions and to give suggestions without being requested by the users. Andolina et al. [3] designed a proactive search agent that would listen to users conversing and present information about their conversation based on entities detected in their dialogue. They found that their agent could effectively support the conversation with facts and ideas without causing much interruption to the conversation’s flow.

On the other hand, there are also potential downsides of proactive voice assistants, in particular concerning privacy [38], which we discuss below. In a study about in-car assistants, Braun et al. [5] reported that people have mixed opinions on whether the voice assistant should initiate conversations and that they only accept
proactiveness if the assistant can act like an authentic, human co-driver [5]. However, they did not investigate what factors influence some users’ reluctance to engage with proactive VAs.

While there seems to be a demand for proactiveness, there is little knowledge about what makes a proactive voice assistant desirable [2]. Since today’s conversations with voice assistants are highly constrained, task-oriented, and impersonal [8–10, 12, 22, 29], proactive interactions in such devices could open up new opportunities and potentially empower a broad range of applications [42].

2.2 Opportune Moments for Proactive VAs

Opportune moments for interaction refer to moments where the disruption of the user’s current activity is at a minimum level [39]. Although it is fairly easy and natural for people to assess another person’s current activity before starting to interact with them, it is a big challenge to design such behaviour for machines [15, 32, 39]. Identifying these moments for VAs to start interacting with a user is particularly challenging, as speech interaction requires immediate attention and can easily interrupt users with their current activities or social interactions [37]. To achieve proactiveness, the voice assistant needs to be context-aware and detect opportunite moments to initiate interactions. Previous studies have explored opportunite moments for VA interventions in homes [7, 16, 19, 43], cars [17, 18, 33–36], and other settings [20].

Conducting an experiencing sampling study with smart speakers in people’s homes, Cha et al. [7] found that the key determinants for opportune moments are linked to personal contextual factors such as busyness, mood, and urgency, as well as other contextual factors related to everyday routines at home, including social context such as presence of other people, and user mobility. Similarly, a study by Nothdurft et al. [28] suggests that the most important factors to decide if proactive behaviour is desired are the importance of the intervention for the user, users’ surrounding and their mental state, and the accurate placement of the interaction.

Apart from identifying opportune moments for proactiveness, researchers have also examined how the agent should initiate a conversation. Edwards et al. [11] looked at how people interrupt another person who is engaged in a complex task, as an approach to inform the design of proactive VAs. Their results showed that the level of urgency significantly affects how long it takes for people to start interrupting. Arias et al. [4] suggest that agents should notify users before proactively engaging with them to make sure they are willing to interact at the specific moment. Moreover, users should be in charge of deciding which information they are proactively told by an agent [4].

These studies underline that a lack of contextual knowledge is detrimental to users’ acceptance of proactive VAs. While previous work has pointed out influencing factors such as the urgency of the task, little is known about specific situations in which users find a proactive VA appropriate.

2.3 Privacy Concerns in Voice Assistant Use

Preservation of privacy is a key to the users’ acceptance of smart speakers. Specifically, in a home environment, stressing the importance of user privacy and security is crucial. A study by Lau et al. [21] showed that many people refrain from adopting smart speakers because they have privacy concerns or distrust the companies offering smart speakers. Malkin et al. [24] surveyed smart speaker owners and found that users are not comfortable with permanently preserving user recordings, especially those that include children and guests. Moreover, users were strongly opposed to the use of their data by third parties or for advertising.

When it comes to proactive services, such concerns intensify as the agents need to be more context-aware, have access to more personal data which are usually uploaded to and processed on companies’ cloud services, and act out of the user’s control. Previous research has shown that privacy represents the key challenge for proactively initiated interactions [27]. Tabassum et al. [38] conducted an online survey to explore user preferences and expectations of proactive VAs and found that, even though users perceived the services as useful, they were uncomfortable with the always-listening nature of such systems. Yet, many users were willing to share even sensitive conversations to receive more personalised and contextual services. Likewise, Cha et al. [7] found that users willingly accept to compromise their privacy in exchange for a smart speaker that offers personalised care.

Including privacy-preserving features is essential when designing proactive VAs. Previous work shows that giving users the option to examine the recordings and actions taken by the systems [25] as well as transparency on the recorded data are decisive factors for the acceptance of such proactive technologies [26]. But even with full control over what private data is shared or stored, the VA’s active role and interference in the private sphere in domestic situations might be experienced as inappropriate, which needs further investigation.

2.4 Appropriate Proactive Interventions

At times, certain proactive behaviour can cause discomfort and be perceived as disruptive and invasive [4]. For successful proactive interventions, not only users’ current mood but also cultural and social context need to be considered – in particular if the agent takes on a more human-like role, like a personal coach [27].

Luria et al. [23] identified three thresholds of agent proactiveness including reactive to user requests, proactive by providing information, or proactive by providing recommendations for a course of action, with users differing in their comfort levels with each threshold. In a study to explore socially sophisticated agents in a domestic setting, they witnessed that most participants were open to the idea of a proactive agent in a multi-user situation, but nobody wanted the agent to enforce recommendations such as preventing them from ordering unhealthy food.

In a previous study [31], we conducted an online survey in which we asked users to rate a series of hypothetical storyboards depicting situations at home where an agent proactively addresses users, based on the criteria of usefulness, pleasantness, appropriateness. We found that even when participants perceived the agent interventions as useful in general, the ratings for appropriateness were much lower, suggesting that appropriateness given (social) context is a crucial factor for the overall acceptability of the interactions. While the quantitative study design could reveal interesting differences in people’s ratings along those criteria, the purpose of
the present study is to gain a comprehensive understanding of the reasons behind these differences through a qualitative approach. Overall, despite the popularity of proactive features in VAs, previous literature still lacks an understanding of user perceptions of desirable proactive behaviour in domestic settings considering situational factors. In this paper, we build upon prior work by engaging users to reflect on the contexts in which they would consider proactive interventions useful and appropriate.

3 STUDY DESIGN
In this work, we sought to investigate circumstances for a desirable proactive voice assistant in a home environment. We used an approach inspired by scenario-based design methods [6] and vignette experiments [1], which allows us to investigate (future) technologies despite current technological limitations. In our online interviews, we present participants with different hypothetical scenarios, which are illustrated by graphical storyboards to better visualize the situation and spatial configuration of the specific home environment, the user(s), and the smart speaker. We developed an interactive task-based interview procedure, designed to elicit participants’ reflections on the scenarios from different perspectives. Hence, in addition to asking participants for their general thoughts on the scenarios, they were asked to complete different tasks on a virtual whiteboard. This allowed us to explore in-depth deliberations around proactive features and collect richer data. Ethical approval was received for the study from University College London.

3.1 Storyboards
The initial set of scenarios about proactive VAs in domestic settings was based on the eight scenarios from our previous study [31] where we used them to collect participant ratings across different dimensions such as perceived usefulness and appropriateness in an online study. In the present study, we reuse most of those scenarios and investigate them with a qualitative approach to shed light on why some proactive behaviours are seen as more or less desirable in certain contexts. However, we initially added eight additional scenarios to expand the range and the diversity of scenarios, based on further classification criteria we considered relevant for covering the large spectrum of conceivable circumstances, such as varying levels of urgency, the number of people present, or the extent of interruption (e.g., of an ongoing human-human interaction). We presented the extended set of 16 scenarios and classifications to two VA experts and asked them to add further scenarios and classifications they think are missing or might complement the existing ones. Considering their feedback, we refined the scenario selection and the classification scheme and asked three HCI researchers to independently code the scenarios using our scheme. Based on the coded scenarios, we selected nine scenarios that covered all the classifications. Seven of these nine scenarios were identical or almost identical to those of our previous research [31], including a scenario which highlighted potential challenges of proactive VAs (S8).

All scenarios were presented as cartoon sketches with two panels. The storyboards were designed in a way that should minimize any cultural and ethnic cues so that participants could put themselves in the shoes of the characters. The characters were designed without any facial expressions to avoid influencing participants’ interpretation of the scenarios. As in the original storyboards, the cylinder-shaped appearance of the voice assistant was similar to a conventional smart speaker. The fictional agent was given the gender-ambiguous name “Jay” to reduce gender bias. The complete set of storyboards used for this study can be found in the Appendix and is briefly described in the following list.

- **S1 Meeting Reminder**: After the user has repeatedly “snoozed” the alarm, Jay reminds her of an upcoming meeting.
- **S2 Health Risk**: From the sound of the cough, Jay suspects an elderly user to have a respiratory infection and offers to arrange a doctor’s appointment.
- **S3 Cooking Inspiration**: Two friends are contemplating about dinner when Jay offers to suggest recipes based on what is in the fridge.
- **S4 Fact Checking**: Three friends discuss a historical topic when Jay interrupts them to get a fact right.
- **S5 Disagreement Clarification**: Two people remember differently what they agreed on when Jay settles the disagreement by quoting what they said.
- **S6 Nudging**: When the user asks Jay to play a TV series, Jay suggests stopping earlier than last night.
- **S7 Technical Support**: A person asks Jay to play a TV series, Jay suggests stopping earlier than last night.
- **S8 Fact Spoiler**: During quiz night, Jay reveals the correct solution before the players had a chance to answer.
- **S9 Emergency**: Jay detects a fire in the apartment, immediately calls the fire department and warns the sleeping residents.

3.2 Participants
15 participants participated in the study, of which seven self-identified as female and eight as male. They were between 22 and 35 years of age (M = 27.86, SD = 4.47). Five participants had a bachelor’s degree, nine had a master’s degree, and one had a PhD. Participants were recruited using convenience sampling. The participation was voluntary and uncompensated. The recruitment continued until data saturation was reached, satisfying the recommended sample sizes of theoretical saturation from the literature [13, 40]. Two-thirds of our participants have previously used VAs (four rarely, six often). Seven participants (46.6%) owned a smart speaker. All participants were proficient in English.

3.3 Procedure
Every study session was held remotely via video calls. The participants were asked to give informed consent and fill in the demographics questionnaire prior to the session. At the beginning of each session, participants were informed about the study procedure and the concept of a proactive VA. The study tasks were performed through the virtual whiteboard tool Miro. All participants had a short familiarization phase with Miro and the virtual board. During
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the sessions, the participants would share their screens with the interviewer to be guided through the tasks.

![Figure 2: A partial screenshot of the card sorting task on Miro where a user is bringing the storyboards into order regarding their usefulness.](image)

We designed a sequence of different interview parts combined with specific tasks to elicit how participants perceive the depicted (social) situation and how they think Jay’s intervention affects it, as well as to understand how proactive interventions need to be designed to mitigate any negative effects on people’s (social) activities. Before starting the interview, the interviewer explained that participants should assume the data is processed locally on the device. While some of Jay’s features may not yet be feasible today with offline/on-device processing, we wanted to avoid participants solely worrying about data privacy, as this aspect is well researched [27, 38]. In an initial short interview, we gathered first impressions of the individual scenarios. Afterwards, participants were asked to sort the scenarios in terms of usefulness, appropriateness, and invasiveness in a card-sorting task as shown in Figure 2. After that, they speculated how each scenario may evolve and how the characters may respond to Jay’s intervention. In the third task, participants were asked to choose the most invasive and the most inappropriate scenarios to then re-imagine an improved intervention. In the final task, participants were asked to decide for each scenario how they would like the VA to initiate the interaction and if it should provide a cue before starting to speak. After going through all the tasks, the session concluded with a short semi-structured interview in which participants gave their overall impression and elaborated on the potentials and challenges of proactive smart speakers. All sessions were audio-recorded for later analysis. The sessions took approximately 51.3 minutes on average ($SD = 10.6$).

3.4 Data Analysis

Our data analysis focused on two parts: content from the virtual whiteboards and spoken statements from the interviews. The information from the completed tasks in each participant’s board was extracted and consolidated. The resulting data set was reviewed and discussed by three researchers. Some tasks were designed to produce categorical data, such as the card sorting and the cue selection tasks, which were examined using descriptive statistics. The interview segments were analysed for subsequent triangulation with the data from the boards. The transcripts of the interviews were independently coded by two researchers using inductive coding, where a single quote could be assigned to multiple codes. Codes were merged and consolidated by the two researchers. Three researchers discussed the codes, resolved disagreements, and derived themes which can be categorized into (I) perceived helpfulness, (II) privacy and mistrust, (III) consideration of social context, (IV) configuration and control, (V) and initiation and phrasing of interventions.

4 FINDINGS

Overall, participants had diverse opinions on proactive behaviours of a smart speaker. Some generally liked proactive interventions and valued the additional features, while others disliked them: “I would rather ask [for help] than getting help without asking” (P6). Some had mixed feelings: “It’s like a double-edged sword: both helps and can intrude” (P5). In this section, we will share details about the conflicting appreciation and concerns of our participants. In each subsection, the results are presented first, followed directly by an interpretation in which we also discuss potential design implications.

4.1 Perceived Helpfulness

Participants sorted the scenarios in terms of usefulness, appropriateness, and invasiveness of the assistant’s behaviour. The median rank of the scenarios in the order from 1st to 9th place is shown in Table 1. The scenario Emergency was considered most useful (Mediandr = 1), most appropriate (Md = 1), and least invasive (Md = 9) by most participants. On the other hand, Fact Spoiler was ranked least useful (Md = 9) and least appropriate (Md = 9). Participants ranked Disagreement Clarification most invasive, with 86% sorting it within the last three ranks, and highly inappropriate (Md = 8). We observed considerable similarities between the outcome of the three factors. The median ranks of how useful and appropriate the scenarios were assessed strongly correlate ($r_{Spearman} = 0.911$). The usefulness is furthermore negatively correlated with the invasiveness ($r_s = -0.830$). Similarly, this strong negative correlation occurs between appropriateness and invasiveness ($r_s = -0.902$). That is, the more useful and appropriate a situation is perceived, the less invasive it is ranked in general. However, there are several exceptions regarding invasiveness that we discuss below. All correlations are statistically significant with $p < .006$ on a Bonferroni-corrected alpha level of $\alpha = .016$.

An important factor for the proactive assistants’ perceived helpfulness was the amount of time its intervention could save the user.
The time saving aspect was mentioned in particular for the Cooking Inspiration (four times), the Meeting Reminder (five times), and – unsurprisingly – by almost all participants for the Emergency scenario. Also, the urgency of an agent’s intervention appeared to be a key determinant for how (positively) it was perceived. One person said about the Emergency: “As long as someone’s health is in danger, privacy would not be my priority” (P6). Similarly, regarding the Health Risk, 12 participants found the agent’s intervention helpful as it is beneficial for the user’s health: “I wouldn’t mind [Jay] intruding in such cases. It’s more important than me not wanting to be interrupted” (P6). For most participants, agent-initiated interactions that are time-critical but without dangerous consequences were still perceived as appropriate. Regarding the Meeting Reminder, one user said: “This is a good feature since [Jay] is making sure that the user won’t be late for her meeting” (P3). Others concurred: “a good reason to interact” (P2). For two participants, emergency situations were the only acceptable instances for proactive interventions: “In other cases, it’s just annoying” (P4). Participants also pointed out benefits for certain user groups: “This can really help with accessibility, especially for elderly people and people with physical disabilities” (P10). One participant found the verbal support in the Emergency situation “especially helpful for children or the elderly. The system can also further instruct them” (P15).

Further, the proactive assistance for the Technical Support was perceived positively: “[Jay] was smart enough to understand the initial question was aimed at another person. After seeing that no solution can be found, it jumps in and helps” (P6). Reacting to indirect calls for assistance was also highlighted for the Cooking Inspiration scenario: “The character is mentioning that she has no clue, and she needs help” (P5) without addressing the VA. “The system was smart enough to detect a problem. It’s not just answering a question, but rather trying to solve a problem it has detected” (P6). This was considered a meaningful “entry point” for the agent to proactively intervene. Speculating about the continuation of these two scenarios, all participants but two described that the proactive offer was accepted gladly by the users.

Overall, a common feeling observed during the interviews was the indecisiveness of participants to find proactivity helpful or not, when they found interactions intrusive but at the same time useful. About the Disagreement Clarification, one user said: “Very useful but very scary. It can destroy you but it will also cut the discussion short” (P8). In the speculated scenario continuation task, participants often thought the characters would feel violated, but still find the agent’s intervention helpful, e.g., regarding Health Risk: “Even though she feels violated, she agrees to set an appointment” (P7). Similarly, for Nudging, “The user would get offended and say ‘leave me alone!’ But he would think about it and reflect on it later” (P6).

**Interpretation.** These results show that there are several situations in which users find the proactivity both useful and appropriate. However, a common pattern that we noticed was the dilemma of proactive interventions being perceived as helpful but at the same time disproportionately intrusive. We call this the proactivity dilemma. For several scenarios, participants were ambivalent about whether the intervention was overall desirable or not: a double-edged sword. This conflict of useful but invasive interventions, such as regarding health risks, is also visible in the quantitative results shown in Figure 3 (right) where one can clearly see that the relationship between both dimensions is not as uniform on the right graph (invasiveness-usefulness) as it is on the left (usefulness-appropriateness) and that the former also shows a somewhat wider spread.

Further, our results confirmed that urgency plays a big role in the appropriateness of proactive interventions, supporting the findings of previous works [7, 11, 28]. We observed throughout the study that the agent’s proactive intervention was perceived as highly useful when users’ health might be at risk. In such cases, people would not prioritise their privacy but were still concerned about insensitive interventions, aligning with previous research by Tabasum et al. [38]. Generally, the more serious and urgent the topic, the more useful and appropriate it was found to provide proactive assistance, e.g., when facing potential financial or professional damage. Proactively reminding users about their important upcoming activities or events was also highlighted as an appropriate and useful intervention. The familiarity of such interactions through existing digital services could be a reason for the acceptance of this form of proactive intervention.

### 4.2 Privacy and Mistrust

Even though we asked our participants to put aside any privacy and data protection concerns, they were the biggest worries among participants. One user mentioned: “I don’t want the big companies to use all my data” (P4). A common demand amongst the interviewees was transparency and control in data processing: “If I know where my information is being processed and used, I can decide better to use such systems or not” (P12). Some participants were concerned about the misuse of personal data for hidden agendas or providing proactive advertisements: “[the agent] might give me suggestions that are influenced by political reasons or advertisements and try to control my behaviour based on that” (P10). Another concern was about an entity intruding into the private environment: “It’s like another person is always at your home” (P12). They found it “really scary that everything could be monitored” (P8). These participants argued that people would constantly feel “observed”

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Useful</th>
<th>Appropriate</th>
<th>Invasive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency</td>
<td>1</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Health Risk</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Meeting Reminder</td>
<td>3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Cooking Inspiration</td>
<td>4</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Technical Support</td>
<td>4</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Nudging</td>
<td>6</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Fact Checking</td>
<td>7</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Disagreement Clarification</td>
<td>8</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Fact Spoiler</td>
<td>9</td>
<td>9</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1: Median of how useful, appropriate, and invasive the scenarios were ranked in the card sorting task (1 being the highest and 9 the lowest rank). Scenarios are sorted based on their usefulness rankings.
Figure 3: The medians and 75% ranges of the card sorting ranks of mapping usefulness to appropriateness (left) and to invasiveness (right) for different types of interactions: Malfunction (S8), Facts (S4, S5), Advice (S3, S6), Technical Support (S7), Reminder (S1), Health Risk (S2), Emergency (S9).

or “judged”. This was especially prominent for scenarios where the agent interrupted a conversation. Mistrust was further expressed about “false alarms” and “misinterpretations” of certain situations and user states or behaviours by the agent which might create anxiety or cause stress in people: “If it’s diagnosing you and it’s wrong, it will create additional anxiety” (P9). Two even indicated mistrust about the reliability of the Emergency alarm.

**Interpretation.** In order for VAs to be proactive, they require more information about users’ environment and behaviour, meaning more personal data needs to be processed to provide such services. During our sessions, it became evident that participants’ main hurdle for adopting proactive VAs was the privacy aspect, in line with previous literature [23, 38]. Participants were worried about the misuse of their personal data by companies providing such assistants and third parties. Another concern was related to having an additional entity in the home that is not just a passive servant – like current VAs – but rather a character that aims at taking an active role in users’ private space and family life. The participants associated these interferences with paternalism and a lack of control over the device, fearing negative social repercussions in multi-user settings. Therefore, to build trust and set boundaries, one approach could be that proactive VAs initially (e.g., in the first weeks of use) initiate proactive conversations in single-user contexts only.

### 4.3 Consideration of Social Context

Generally, participants were sceptical about the agent’s social awareness. Seven participants found Jay’s interventions disruptive and intrusive when they interfered with ongoing conversations: “[Jay] should not stop the thinking process and break conversations. It damages the human-human interaction” (P1). The proactive intervention was then considered “ruining the magic of the discussion” (P15). Two participants even perceived these interruptions as “creepy”. The interjections were considered unwelcome because the agent was seen “as a tool rather than an equal conversation partner” (P7). With this unassailable interlocutor present, it felt to one participant “like a contract: everything is noted down. That’s very stressful” (P15). The content of the conversation was described as an important factor for proactivity by seven participants: “If it is an intimate conversation, [Jay] should not really intervene” (P10). Two participants were concerned about the missed opportunity of socializing and bonding with another person due to the imposed help by the agent: “This is not received as an act of helping, but rather programmed” (P15). Further, the presence of people in the room was a common theme: “Emotional connection between me and my visitors is the key factor” (P3). In the presence of other people, 12 participants preferred the agent to be proactive only if it was an urgent matter.

Moreover, most participants found it frustrating or unpleasant when the agent corrected users: “People would feel bad about it. No one wants to be corrected” (P14). One person was torn as “this can be helpful, but it can hurt people’s feelings” (P3). When the agent was contradicting one user while supporting another, participants found it even more insensitive. Regarding the Disagreement Clarification, verifying what was previously agreed was seen as the assistant was taking sides and seven people suspected dissatisfaction of one of the parties. They believed that such well-intended interventions “can potentially cause users to argue” (P13) and that “this could add more oil to the flame” (P1). About the Fact Checking, however, one participant assumed: “I think in this case, none of [the users] is correct, so the speaker was being helpful. If one of those people
was aimed at other people, responding to such questions before the was right, then the others would feel bad” (P14). Four participants speculated that the users in this scenario might feel offended, and three presumed that the proactive intervention would cause social awkwardness. In contrast, a small number of participants were in favour of these interventions, because “it’s nice to be corrected” (P7) or “it’s factual and cuts the discussion short” (P8). Similarly, two people appreciated the Disagreement Clarification: “I love this example. I think these arguments come up often and everyone thinks they are right. Personally, in this situation, I would like to have that. I always dreamed about having such a system to check for the truth” (P6).

Interpretation. In multi-user scenarios, the interventions in which the agent would help people to resolve an issue and save time were perceived positively. However, other than emergency situations, these were only perceived to be appropriate when the people had a chance to first try to resolve the matter by themselves. Participants generally thought that when the agent detected a question that was aimed at other people, responding to such questions before the intended person got a chance to respond was perceived as annoying and interfering. However, if the intended person could not properly respond to these questions or inquiries, the agent’s intervention was considered useful and appropriate. For example, in the Technical Support scenario, the agent intervenes based on a request for help but only does so after the addressed person says they are not able to help at that point. Participants assumed that the agent was aware of the context and could appropriately detect an opportune moment to engage in the ongoing conversation. However, participants raised a concern about the agent taking away an opportunity of bonding, even if it is being helpful. They frequently mentioned that the agent’s intervention in social situations is disruptive and could potentially damage human-human interaction. In accordance with previous research [27, 42], understanding the relationship between the people who are co-located, as well as the seriousness and intimacy of the conversation, were pointed out as important factors for the appropriateness of the agent’s intervention in these situations.

Moreover, when the agent corrected people, some participants found it inappropriate, annoying, patronising or even insulting. The Disagreement Clarification scenario was rated most invasive and ranked second to last in terms of appropriateness. One reason for this was that in this scenario, the conversation was perceived as private. Additionally, the agent’s intervention contradicts one of the people present and approves of the other, which resolves the disagreement but could further fuel the conflict. Nevertheless, some participants still found this highly useful and wished for such systems in their households, e.g., to cut discussions short. This example illustrates well that there seem to be major individual differences in how the proactive interventions are perceived.

4.4 Configuration and Control

A common desire amongst the participants was the ability to control and configure the system’s proactive actions, in particular concerning the timing and topics. Three participants suggested the possibility to switch proactivity off temporarily. Four wanted to regulate interventions based on who is present in the room. Limiting proactive interventions at specific times of the day was suggested by three participants. One proposed to set the agent’s proactivity extent using a slider in the settings. Hence, the users’ agency was raised as a concern among participants. They found certain proactive interventions of Jay patronising and imperious. Participants did not like the assistant playing the role of someone who is controlling certain aspects of their lives: “I’m a person and I decide for my life. AI should not decide for me” (P4). This was particularly the case for the Nudging scenario. Eight participants explained that proactive features without prior approval would not be acceptable, in particular when the agent tries to nudge users towards a healthier behaviour: “If I have activated this in the settings, I would be more open to it. But if it is unasked for, I would be really annoyed” (P10). Without having asked for advice, a participant had the impression as if the agent “is judging you” (P13). Accordingly, ten participants expected users to ignore the intervention, seven said users would get frustrated, and two thought users would even disconnect the intrusive device. For one participant, the Meeting Reminder scenario was all about who is in control: “I feel like the system is forcing you to be productive and be a useful part of society. It takes my mind to dark places where people cannot control the system anymore. Autonomy is more important to me” (P7). Beyond customisation, participants also hoped for the system to automatically adjust over time. Whether manual or automatic, for one person “it needs to be adapted enough to the user’s needs in order to understand when it’s really needed – and when not” (P9).

Interpretation. Participants were concerned about their possible loss of agency. The feeling of being controlled and patronised by an agent was expressed as a worry. Similar to the findings by Luria et al. [23], several participants did not like it when the agent was suggesting healthier behaviour, i.e., avoiding extensive binge-watching. Based on our observations, the factors that would increase the chance of appropriateness for such interventions were the phrasing and the predictability of the interaction based on pre-configuration by the users. It was recommended for the agent’s phrasing to be polite, calming, and suggestive rather than imposing. Correspondingly, participants wanted to have control over proactive interventions and be able to configure times and topics so that they could anticipate interactions to some extent and have more authority. To this end, such proactive VAs are ideally highly customisable and personalised based on individual user needs and preferences as suggested by previous research, such as regarding how short users want their VA’s responses to be [14].

4.5 Initiating and Phrasing Interventions

How to introduce proactive interventions was a recurring theme during the interviews. For most of the interactions, participants suggested that the agent should ask for permission or give some kind of cue before speaking: “Maybe it is more acceptable if [Jay] says ‘sorry to interrupt’ ” (P14). Some thought it would be a good compromise to first announce the subject without being too specific yet, such as: “I noticed something about your TV usage. Would you like me to share it?” In the proposed solutions, we identified three levels of initiation:

- Non-Verbal Cues: The agent indicates an intervention with a visual or auditory signal but then waits for the user’s prompt to proceed.
The Proactivity Dilemma of Voice Assistants

Figure 4: The figure shows the proposed initiation process model to proactively interact with people.

- **Verbal Cue**: The agent announces the subject but waits for the user’s permission to proceed.
- **Direct Interventions**: The agent brings up the subject directly.

Direct interventions were mainly suggested for urgent or health-related scenarios but also for saving time. When interrupting conversations between people, non-verbal cues were preferred as they are the least distracting. In the interview task in which we asked participants to re-imagine the agent interventions to improve invasive or inappropriate scenarios, they either waited for the system to give a cue first or to be reactive. The intentionally misplaced Fact Spoiler was strongly criticised by the participants. Twelve people speculated that people would disconnect the device in such situations. Specifically, because the agent would not ask for the users’ permission to speak, participants found it highly invasive and most inappropriate. One person was reminded of “the annoying kid in the class that screams the answer” (P10).

Further, when re-imagining scenarios, the wording was often adjusted. Concerning health-related issues, participants proposed phrasing the suggestion more cautiously: “Some people may perceive such news as shocking and get other effects from it. It can create anxiety” (P11). Others did not want the agent to sound patronising or judgmental: “I have a tip for you regarding your health, do you want me to share it with you?” (P1). Instead of assuming a medical diagnosis and booking a doctor’s appointment, two participants recommended asking clarifying questions, e.g., how they are feeling or if they have any other symptoms: “It is better if [the agent] gathers more information before making a conclusion and providing suggestions” (P13). Two participants indicated that, where possible, the agent should even help the user deal with stress, such as: “You don’t have to worry, I can help you with that” (P8). Overall, the participants phrased their suggested initiations in a polite and calming manner, gently “building up” potentially distressing topics while keeping them goal-oriented and succinct.

**Interpretation.** From these insights, we can conclude that in most situations, participants expected the agent to ask for permission before conversing. This is in line with results by Arias et al. [4] who suggested that the agent should make sure the users are willing to interact at the specific moment. This permission request could be communicated in various forms. Verbal cues would have high conversational fidelity in relation to human conversations, such as addressing the user by name (“Excuse me, Alex?”) or polite phrases (“May I interrupt?”) as we suggested in our previous work [31]. A more subtle approach could be non-verbal cues of different modalities, such as abstract audio or light indicators. Depending on the ongoing activity, the preferences of our participants differed. The cue should not distract people from their activity unless it is an urgent matter requiring a striking cue. Verbal cues were described as most distracting, followed by audible cues. Visual cues were described as the least distracting. Based on our findings, we propose an initiation process model for VAs to proactively approach users in non-urgent situations, as illustrated in Figure 4. It starts with an initial cue, where the agent indicates that it would like to speak. After user approval, the agent moves on with introducing the topic of intervention. If that is also approved by the user, the agent can proceed with the action. In urgent cases, for less sensitive topics or in single-user settings, the second step could be skipped or combined with the first. Although this model could help make certain proactive behaviours more acceptable, the configuration of and control over the types of proactive behaviours as outlined in the previous section must always come first when designing such systems.

5 LIMITATIONS AND FUTURE WORK

In this research, we investigated proactive VA behaviours in a home environment as one of the most predominant use cases for VAs through a selection of storyboards depicting everyday situations. Although the broader insights of this evaluation can be applied to other settings, future work should investigate proactive VAs in other environments such as work and public environments. Moreover, the sample was skewed toward young ($M = 27.86$) and on average, more educated users, and therefore, may not be fully representative of possible VA users. This is particularly relevant when considering that in the scenarios, users with various demographics were present (e.g., the elderly person in the Health Risk scenario). Future studies could validate our findings by investigating a wider population and the specific user groups that certain proactive features may be designed for. In our study, we witnessed that individual personal differences can also be a decisive factor in terms of finding proactive VAs appropriate. Differences in user traits (e.g., personality) may lead to different preferences on proactive VAs, which should be incorporated and reflected in further studies.

The method applied in this investigation has its limitations and advantages. Since proactive VAs that have comparable capabilities to those illustrated in our storyboards are not yet available in the
This research explores desirable circumstances for proactive interventions by VAs in domestic settings. The findings of our scenario-based study show that people see great benefit in proactivity, specifically in cases of important reminders, time-saving interventions, or emergency support. However, great concerns such as privacy implications, potential loss of agency, and interference with social activities may inhibit the adoption of such systems. Based on the interpretation of our results, we believe that the desirability of proactive interactions depends on the following factors.

**Significance.** The more urgent or critical the topic, the more appropriate it is for a VA to proactively intervene. The desirability is high under circumstances with a large scope or grave consequences.

**Social Context and Environment.** Proactive VAs should accurately identify the environmental and social context including the presence of other users or guests, the closeness of their relationships, the type and sensitivity of the ongoing activity, and the time of the day.

**Agency and Control.** The user needs to be able to adjust and configure proactive features including the times and topics for interventions. Users should have control over when the agent is allowed to listen and observe its environment, and when it is allowed to intervene so that they could anticipate such interactions.

**Individual User Factors.** As there seem to be major differences between individuals in how certain interventions are perceived, proactive VAs should be able to consider individual user factors such as physical and cognitive abilities (e.g., of young children or elderly users), the current physical and emotional state (e.g., stress level, sadness, or fatigue), and the personality and preferences of the user (e.g., privacy needs or agency).

**Form of Execution.** When initiating an interaction, the agent should generally first request permission using verbal or non-verbal cues, and announce the topic of intervention – unless it is time-critical as in an emergency. Furthermore, the intent should be phrased so that it is polite, not imposing, and does not create a feeling of unease, while at the same time being goal-oriented and concise. When users got used to certain interventions over time or gave permission, the VA may get right to the point.

Altogether, as long as the proactivity dilemma is carefully considered by finding a positive balance with suggestions that are perceived as more helpful than invasive, there seems to be great potential in proactive VAs.
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A APPENDIX

Figure 5: Scenario 1: Meeting Reminder

Figure 6: Scenario 2: Health Risk

Figure 7: Scenario 3: Cooking Inspiration
Figure 8: Scenario 4: Fact Checking

Three friends are discussing a historical topic.

Figure 9: Scenario 5: Disagreement Clarification

Martha and Jonas are having lunch and discussing their plans for the evening.

Figure 10: Scenario 6: Nudging

Fernandez wants to watch some TV and asks Jay to play it.
Figure 11: Scenario 7: Technical Support

Sandra comes to the kitchen and asks Lukas about her new headphones.

I have those new wireless headphones. Could you help me set them up?

Sorry, I'm busy cooking.

I could assist you in setting it up. Start with pressing the A button for three seconds.

Figure 12: Scenario 8: Fact Spoiler

A group of friends are playing a quiz. Luisa reads out a question...

What is the first element in the periodic table?

The first element is Hydrogen.

Figure 13: Scenario 9: Emergency

Jay notices a fire in the living room and calls the fire department.

Sofia and Luke, you must get up! There is a fire in the living room. The smoke alarm is on, there are people who are in danger. You are the only ones who know these. You must get out now before it's too late.