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Abstract
This paper proposes to use dynamic treatment models to analyze the effects of fertility on labor market interactions when large data set are available. The main advantages are (i) its flexibility due to its nonparametric nature, (ii) its potential of allowing careful consideration of the selection issues coming from the dynamic interaction between fertility and labor market outcomes; and (iii) the possibility of defining relevant parameters of interest in a precise and detailed way. Based on artificial data that mimic important features of real data sets, the approach is implemented and issues that come up in any practical application of this approach are discussed.
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1 Introduction

This paper proposes to use dynamic treatment models to analyze the effects of fertility on labor market interactions. It argues that when large data sets are available the dynamic potential outcome model is an interesting modeling framework because it allows the careful consideration of the selection issues coming from the interaction of fertility and labor market decisions at different ages. It allows explicitly considering their dependence on the labor market and fertility history realized up to that period. There is no need to collapse the 'endogeneity' problem into a static setting since the dynamic nature and timing of the interaction can be explicitly addressed. Furthermore, the paper argues that this approach allows defining relevant parameters of interest in a more precise way. Based on artificial data, the approach is implemented and issues that may come up in practical applications of this approach are discussed.

The literature on the effect of fertility on labor market outcomes can be organized along the dimensions of model structure and time. The first strand, the so-called structural approach, uses fully structural behavioral models typically based on some sort of utility maximization subject to time and budget constraints. Usually, these models are fully parametrically specified. An early example of this approach is Moffitt (1984). There is in fact a considerable literature which is based on rather sophisticated structural modeling of the individual decision problems. These parametric models are combined with econometric modeling of the uncertainties in the model or the data. The resulting moment conditions or likelihood functions are then the basis for a parametric estimation of the parameters that are of particular interest in the specific application. This literature is surveyed in Arroyo and Zhang (1997) and Hotz, Klerman, and Willis (1997), for example. Recent papers based on this approach are Del
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An alternative approach to structural modeling is reduced form modeling, i.e. deriving the equation to estimate not directly from some mathematically formulated theoretical model, but instead specifying the empirical model to be estimated by appealing to some general properties of various theoretical models of interest in a more or less ad-hoc way. A prominent paper based on this approach analyzing the timing and spacing of births in Sweden is Heckman and Walker (1990) who estimate duration models. Recent papers by Adsera (2005a, b) are based on a fairly similar approach.

A related approach that is more explicit on the various endogeneity problems that almost naturally occur in the previously mentioned group of papers models labor market outcomes and fertility decisions jointly based on selection type models. Examples for this approach are Hotz and Miller (1988), Di Tommaso (1999), and Troske and Voicu (2004).

However, even when the different decisions are analyzed within a joint modeling framework, it remains questionable whether the different effects can really be identified independently of each other. Therefore, Angrist and Evans (1998) propose an instrumental variable approach that allows analyzing the labor supply reaction when family size is varied exogenously. The latter variation comes from the observation that parents are more likely to get a third child, if the first two children have the same sex. Using an explicit non- or semiparametric causal framework, like in the analyses of post-unification fertility in East and West Germany by Lechner (1998, 2001a), is a rather unusual approach in that literature.

Reduced form models appear to be typical as well for the demographic literature. For example, Rosenfeld (1996) and Connelly (1996) describe the work-fertility interaction without strict behavioral models, be it mathematical or not, and without a comprehensive empirical
analysis. Note that none of the mentioned econometric or demographic reduced form analyses uses a dynamic framework.

The virtue of the structural approach is that the behavioral assumptions of the model are very clear. The drawback is however that the tight parametric functions are restrictive and usually rejected by the data, at least when the sample is large enough. In contrast, the virtue of the reduced form approach, particularly in its nonparametric causal version, is that it usually does not impose more than the required just identifying restrictions on the data. The drawback may be that those just identifying conditions are not explicitly derived from a formal mathematical model of utility maximization. Therefore, the conditions for their validity sometimes may be less clear than in the case of structural models.

The second dimension 'time' is straightforward. Some paper collapse individual fertility and labour market histories into one observation at a specific point in time, while other empirical approaches follow the realization of fertility and labor market outcomes over time. The virtue of the former approach is clearly its simplicity, while the latter approach, which requires more and better data, allows taking into account the important time dimension of fertility and labor market events.

Next, consider recent advances in econometric methodology. One of the recent important developments in econometrics is the increased emphasis on discovering causal as opposed to associational relations from the data and clarifying the conditions required for the causal interpretation of the estimators used. Only causal relations are useful for policy advice, because they contain the reaction of the economic variables of interest.¹ Econometrics developed two different ways to define what a causal effect is. One concept originated in time series econometrics. The other concept comes from the sphere of microeconometrics and statistics.

¹ See the excellent account of the historical developments in econometrics by Heckman (2000).
The concept used in time series econometrics is due to Wiener (1956), Granger (1969), and Sims (1972) (see the review article by Geweke, 1984, for an overview). Their basic idea is that (non-) causality is very similar, if not the same, than (non-) predictability. Therefore, they consider one variable not to cause another variable, if the current value of the causing variable does not help to predict future values of the variables that might capture the effects of this cause. This statement is conditional on the information set available at each point in time. This concept is in principle (technically) applicable if one cross-sectional unit (e.g. a country) is observed for a sufficiently long period.

The alternative concept popular in microeconometrics, particularly and most explicitly in the program evaluation literature (e.g. Heckman, LaLonde, and Smith, 1999), is based on the idea that the relevant comparison is between different states of the world, each of which relates to a value of the causing variable. If causation is absent, then the outcomes that would have been realized if those potential states had actually been occurred would be the same (in some probabilistic sense). To relate this concept of different states of the world to data, it is necessary to observe different sample units in the different states. Then, so-called identifying assumptions are employed to relate the observed data to the distribution of the potential outcome variables, so that causal effects can be inferred from the 'real world' that is reflected in the data. The statistical formulation of the resulting inference problem is probably due to Neyman (1923) and was extended and popularized by Rubin (1974). Recently, dynamic versions of the potential outcome approach were suggested by Robins (1986) and extended by Lechner and Miquel (2001) that will be explained below. Lechner (2004) proposes matching type estimators for this model.

\[2\] Pötter and Blossfeld (2001) discuss concepts of causality and the use of the time dimension in sociology. However, they do not consider the research potential of dynamic potential outcome models.
The paper proceeds as follows: Section 2 outlines the dynamic causal framework. The notation is introduced and the basic identification conditions are restated. The estimation problem is explained in Section 3 and sequential matching estimation is reviewed. Section 4 relates the model explicitly to the substantive questions at stake in the pseudo-empirical example. Section 5 details the artificial data. Section 6 presents the 'empirical' examples and Section 7 concludes.

2 The dynamic causal model - notation, effects, and identification

2.1 Introduction

Robins (1986) first suggested an explicitly dynamic causal framework based on potential outcomes that allows the definitions of causal effects of dynamic interventions and systematically addresses this type of selection problem. His approach was subsequently applied in epidemiology and biostatistics (e.g. Robins, 1989, 1997, 1999, Robins, Greenland, and Hu, 1999, for discrete treatments; Gill and Robins, 2001, for continuous treatments) to define the effect of treatments in discrete time. Identification is achieved by sequential randomization assumptions (see the very comprehensible summary by Abbring, 2003). The effects are frequently estimated using parametric models.

7 A further exception is Ding and Lehrer (2003) who use this framework and related work by Miquel (2002, 2003) to evaluate a sequentially randomized class size study using difference-in-difference-type estimation methods.
Recently, Lechner and Miquel (2001, LM01 further on) extend Robins’ (1986) framework to comparisons of more general sequences, different parameters, and different selection processes. Focusing on the case when all elements that influence selection and outcomes at each stage of the sequence are observable, LM01 discuss different identification conditions required for particular dynamic causal effects. Since the assumptions used in LM01 bear enough similarity to the selection on observables or conditional independence assumption (CIA) that is prominent in the static evaluation literature, Lechner (2004, L04 further on) proposed matching and inverse probability weighting estimators that are dynamic extensions of similar estimators used in the static model. These estimators retain most of the flexible and convenient properties of the static methods that made them the workhorse in empirical econometric evaluation studies (see the excellent survey by Imbens, 2004). Lechner (2008b) discusses some operational characteristics of this approach in the context of the evaluation of labor market programs. Although this approach has been applied by Lechner and Wiehler (2007) to analyze the effects of the timing and order of Austrian active labor market programs, generally applications of this explicit dynamic causal framework based on potential outcomes are however rare in econometrics so far.7

The following sections briefly repeat the definitions of the dynamic causal model as well as the identification results derived by Lechner and Miquel (2001) for the case of sequential selection on observables. To ease the notational burden, I use a three-period-two-treatments model to discuss the most relevant issues that distinguish the dynamic from the static model, although in the application more periods and more treatments are considered. As usual in the econometric evaluation literature, I use the standard statistics terminology based on treatments (fertility) and potential outcomes (labor market indicators) to define causal effects.
2.1 Basic structure of the model

For the fertility example, it is appropriate to treat age (in years) as the relevant time dimension, and consider calendar time as an individual exogenous attribute. Suppose that there is an initial period in which everybody is in the same treatment, plus two subsequent periods in which different treatment states are realized. The initial period is tied to the subpopulation of interest. Suppose further that interest is in the effects of births on the women aged 25 who did not give birth so far. In this case, the initial period would relate to age 25 and the population of interest (which then leads to the sample used in the estimation) would be the women of age 25 who did not give birth so far. However, no restrictions will be imposed on the population that relate to the periods after age 25. Periods are indexed by $t$ or $\tau$ ($t, \tau \in \{0, 1, 2\}$). The treatment is defined over all periods. It is described by a vector of Bernoulli random variables (RV), $S = (S_1, S_2)$. $S_t$ measures the occurrence of a birth in period $t$. For notational convenience, the treatment of the initial period ($S_0 = 0$) is sometimes not mentioned explicitly. A particular realization of $S_t$ is denoted by $s_t \in \{0, 1\}$. Denote the history of variables up to period $t$ by a bar below that variable, i.e. $\underline{S} = (s_1, s_2)$. Since effect heterogeneity is not restricted over time, it makes sense to define potential outcomes in terms of sequences of potential states of the world. Thus, in period one, a woman is observed in exactly one of two treatments. In period two, the treatment will be described by two potential outcomes depending on what happened in period 1. Therefore, she is part of one of four treatments defined by the sequences $(0, 0), (1, 0), (0, 1), \text{and} (1, 1)$. Thus, every individual is observed in exactly one sequence defined by $s_1$ and another sequence defined by the same value $s_1$ and a value $s_2$. To sum up, in the two (plus one)-period-two-treatments example there are six different overlap-
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8 To differentiate between different sequences, sometimes a letter (e.g. $j$) is used to index a sequence, as in $\underline{S}^j$. As a further convention, capital letters usually denote random variables, whereas small letters denote specific
ping potential outcomes corresponding to two mutually exclusive states defined by treatment status in period 1 only, plus four mutually exclusive states defined by treatment status in periods 1 and 2 together. Such states could be characterized for example by one birth in period 1, zero births in period 2, or by no births at all, or any other sequence of births.

Variables used to measure the effects of the treatment in period \( t \), i.e. the potential outcomes, are indexed by treatments and denoted by \( Y_{t}^{2} \) \( (t \geq 1) \) or \( Y_{t}^{0} \) \( (t \geq 2) \). They are measured at the end of each period, whereas treatment status is measured in the beginning of each period. For each sequence length (1 or 2 periods), one of the potential outcomes is observable and denoted by \( Y_{i} \). Here, the potential outcomes measure individual labor market status, like labor market participation or earnings. To link the potential outcomes of the causal model to the data, the following observation rules are defined in equation (1):

\[
Y_{i} = S_{1}Y_{i}^{1} + (1 - S_{1})Y_{i}^{0};
\]

\[
Y_{2} = S_{1}Y_{2}^{1} + (1 - S_{1})Y_{2}^{0} = S_{1}S_{2}Y_{2}^{11} + (1 - S_{1})S_{2}Y_{2}^{01} + S_{1}(1 - S_{2})Y_{2}^{10} + (1 - S_{1})(1 - S_{2})Y_{2}^{00}. \tag{1}
\]

Finally, variables that may influence fertility behavior and (or) potential labor market outcomes are denoted by \( X \). The \( K \)-dimensional vector \( X_{i} \) may contain functions of \( Y_{i} \) and is observable at the same time as \( Y_{i} \).

### 2.2 Defining the estimand: average causal effects

Although it has already been stated that interest is in finding the effects of fertility on post-fertility labor market outcomes, it remains to formulate this estimand in terms of the dynamic causal model. First, assume for the sake of the simplified example that interest is in the effects of births at age 26 and 27 on the labor market outcome at age 28 (or any later age). It is
important to note at this stage that this analytical framework allows for complete effect heterogeneity, i.e. different individuals may react differently to the same treatment sequence. Therefore, I will define different average treatment effects for different subpopulations based on the comparison of the same treatment sequences. Those subpopulations may be characterized by exogenous characteristics or more importantly by the treatment sequences themselves, i.e. the fertility sequences the women actually experienced in those two years.

As in the static model, the potential outcomes are used to define several average causal effects. Equation (2) defines the causal effect (for period $t$) of a sequence of treatments up to period 1 or 2 ($\tau, \tau'$) compared to an alternative sequence of the same or a different length for a population defined by one of those sequences or a third sequence:

$$\theta^{\tilde{\tau}; s}_t (s_j) = E(Y^{\tilde{\tau}}_t \mid S_t = s_j) - E(Y^{\tilde{\tau}}_t \mid S_t = s_j'),$$

$$0 \leq \tilde{\tau}; \quad 1 \leq \tau, \tau' \leq 2, \quad \tilde{\tau} \leq \tau', \tau; \quad k \neq l, \quad k \in (1, \ldots, 2^{\tilde{\tau}}), \quad l \in (1, \ldots, 2^\tau), \quad j \in (1, \ldots, 2^{\tilde{\tau}}). \quad (2)$$

The treatment sequences indexed by $k$, $l$, and $j$ may correspond to (0) or (1) if $\tau$ (or $\tau'$) denotes period 1, or to the longer sequences (0,0), (0,1), (1,0), or (1,1) if $\tau$ (or $\tau'$) equals two. LM01 call $\theta^{\tilde{\tau}; s}_t$ the dynamic average treatment effect (DATE). Accordingly, $\theta^{\tilde{\tau}; s}_t (s_k)$, as well as $\theta^{\tilde{\tau}; s}_t (s'_l)$ are termed DATE on the treated (DATET) and DATE on the nontreated.

There are cases in-between, like $\theta^{\tilde{\tau}; s}_t (s_j)$, for which the conditioning set is defined by a sequence shorter than the one defining the causal contrast. Note that the effects are by definition symmetric for the same population ($\theta^{\tilde{\tau}; s}_t (s_k) = -\theta^{\tilde{\tau}; s}_t (s'_l)$). This feature, however, does not restrict effect heterogeneity across individuals ($\theta^{\tilde{\tau}; s}_t (s_k) \neq \theta^{\tilde{\tau}; s}_t (s'_l)$).
2.3 Identification

Having analytically defined the causal framework and the objects of interest, assumptions that are plausible in our application are required to find consistent estimators for those estimands, i.e. the estimands have to be linked to the data.

Assume that a large sample \( \{ s_{i1}, s_{i2}, x_{i0}, x_{i1}, y_{i1}, y_{i2}\}_{i=1}^{N} \) of size \( N \) is available, randomly drawn from a large population defined by \( s_0 = 0 \). The latter is characterized by the corresponding random variables \((S_1, S_2, X_0, X_1, Y_1, Y_2)\). Furthermore, assume that all conditional expectations that are of interest in the remainder of this paper exist. To ease notation further, assume that interest is in the effects of sequences of length two only. If the variables that jointly influence selection at each stage as well as the outcomes are observable, some average treatment effects are identified (weak conditional independence assumptions):

**Weak dynamic conditional independence assumption (W-DCIA)**

a) \( Y_{20}^{00}, Y_{20}^{10}, Y_{20}^{01}, Y_{20}^{11} \perp S_1 \mid X_0 = x_0 \);

b) \( Y_{20}^{00}, Y_{20}^{10}, Y_{20}^{01}, Y_{20}^{11} \perp S_2 \mid X_1 = x_1, S_1 = s_1 \);

c) \( 1 > P(S_i = 1 \mid X_0 = x_0) > 0, 1 > P(S_i = 1 \mid X_i = x_i, S_i = s_i) > 0 \); \( \forall x_0 \in \chi_0, \forall x_1, s_1 \in \{0, 1\} \).

\( \chi_i = (X_0, X_i) \) denotes the support of \( X_0 \) and \( X_i \). Part a) of W-DCIA states that the potential outcomes are independent of treatment choice in period 1 (\( S_i \)) conditional on \( X_0 \). This is the standard version of the static CIA (e.g. Rubin, 1974). Part b) states that conditional on the
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9 To simplify the notation further, I consider period 2 as the only period relevant for the outcome of interest. However, for all what follows \( Y_2 \) should be considered as measured at some point in time after treatment 2 occurred. The exact timing is determined by the substantive interest of the researcher conducting the empirical study. Here, it could be any labor market outcome after the last day of age 27.

11 \( A \perp B \mid C = c \) means that each element of the vector of random variables \( B \) is independent of the random variable \( A \) conditional on the random variable \( C \) taking a value of \( c \) in the sense of Dawid (1979).
treatment in period 1, on observable outcomes of period 1 (which may be part of $X_1$), and on
the confounding variables from periods 0 and 1 ($X_0$), potential outcomes are independent of
participation in period 2 ($S_2$).

To see whether such an assumption is plausible in this application, the question is which vari-
ables influence births as well as subsequent labor market outcomes and whether such vari-
ables are observable. If the answer to the latter question is yes, and if there is common support
(defined in part c) of W-DCIA), i.e. there are individuals with the same observable character-
istics that are observed in both treatment sequences of interest, then there is identification,
even if some or all conditioning variables in period 2 are influenced by the labor market and
fertility outcomes of period 1. LM01 show that, for example, quantities like $E(Y_2^{11})$,
$E(Y_2^{11} | S_1 = 0)$, $E(Y_2^{11} | S_1 = 1)$, or $E[Y_2^{11} | S_2 = (1,0)]$ are identified, but that $E[Y_2^{11} | S_2 = (0,0)]$
or $E[Y_2^{11} | S_2 = (0,1)]$ are not identified. Thus, $θ_2^{ξ_2:ξ'}$ and $θ_2^{ξ_2:ξ'}(s_i')$ are identified
∀$s_1^h, s_1^l, s_1', s_2', s_2', s_1' \in \{0,1\}$, but $θ_2^{ξ_2:ξ'}(s_i')$ is not identified if $s_i' ≠ s_i^k$, or $s_i' ≠ s_i^l$, or $s_i^h ≠ s_i'$. This result states that pair-wise comparisons of all birth sequences are identified, but only for
groups of women defined by their birth status in periods 0 or periods 0 and 1 together. The
relevant distinction between the populations defined by fertility states in period 1 and
subsequent periods is that in period 1, treatment choice is random conditional on exogenous
variables, which is the result of the initial condition stating that $S_0 = 0$ holds for everybody.

However, in the second period, randomization into these treatments is conditional on vari-
ables already influenced by the first part of the treatment. W-DCIA has an appeal for applied
work as a natural extension of the static framework. However, W-DCIA does not identify the
classical treatment effects on the treated which would define the population of interest using
one of the complete sequences (for all three periods), if the sequences of interest differ in pe-
period 1.
LM01 show that to identify all treatment parameters, W-DCIA must be strengthened by essentially imposing that the confounding variables used to control selection into the treatment of the second period are not influenced by the selection into the first-period treatment. This can be summerized by an independence condition like $Y_2 \perp \perp \cdot | X_1$ (LM01 call this the strong conditional dynamic independence assumption, S-DCIA). Note that the conditioning set includes the outcome variables from the first period. This is the usual conditional independence assumption used in the multiple treatment framework (with four treatments; see Imbens, 2000, and Lechner, 2001). In other words, when the control variables are not influenced by the previous treatments, the dynamic problem collapses to a static problem of four treatments with selection on observables. This result shows that by treating the dynamic selection process explicitly, the identifying assumption can be relaxed and still interesting effects are identified. In the example, the strong conditional independence assumption amounts to assuming that (intermediate) labor market outcomes at age 25 and 26 are not influenced by the contemporaneous birth events, which clearly is unrealistic.12

To sum up, note that the dynamic concept based on sequential conditional independence assumptions allows for weaker conditions on the selection process than using a static model: whereas the static model requires a selection on observables assumption to hold for all elements of the sequence at once, the dynamic model still works fine in most dimensions if the selection on observables assumption is only valid in each period for the next selection step conditional on the past selections steps, past outcomes, and other past confounders. However, both strategies will break down if there are unobservables characteristics that influence the selection steps as well as the potential outcomes. In this case, IV methods, like the one suggested by Miquel (2003) become relevant.

12 Note that if this assumption does not hold, then the conditioning variable $X_1$ would become endogenous and thus change the meaning of the estimand in some way that is hard to interpret (see Lechner, 2008a).
Any attempts of nonparametrically estimating these effects face the problem that distributional adjustments based on a potentially high-dimensional vector of characteristics and intermediate outcomes \((X)\) are required (details below). Therefore, in the applied static matching literature balancing scores are a popular device to reduce the dimension of the estimation problem (see Rosenbaum and Rubin, 1983). Similar properties hold for the dynamic model as well:

**Balancing score property for W-DCIA**

If the conditions of W-DCIA hold, then:

a) \(Y_{11}^{00}, Y_{11}^{10}, Y_{11}^{01}, Y_{11}^{11} \prod S_i \mid b_1(X_o) = b_1(x_0)\) holds for all \(b_1(x_0)\) such that

\[
E[p_{s}^{s}(x_o) \mid b_1(X_o) = b_1(x_0)] = p_{s}^{s}(x_0); \quad p_{s}^{s}(x_0) = P(S_i = s_i \mid X_o = x_0).
\]

b) \(Y_{12}^{00}, Y_{12}^{10}, Y_{12}^{01}, Y_{12}^{11} \prod S_2 \mid b_2(X_1, S_1) = b_2(x_1, s_1)\) holds for all \(b_2(x_1, s_1)\) such that

\[
E[p_{s_{i,2}}^{s_{i,2}}(x_1) \mid b_2(X_1, S_1) = b_2(x_1, s_1)] = p_{s_{i,2}}^{s_{i,2}}(x_1); \quad p_{s_{i,2}}^{s_{i,2}}(x_1) = P(S_2 = s_2 \mid X_1 = x_1, S_1 = s_1).
\]

A low-dimensional choice for balancing scores consists of conditional transition probabilities in combination with the variable indicating the treatment in the previous period (which of course can be ignored in the first period): \(b_1(x_0) = p_{s_{1,1}}^{s_{1,1}}(x_0), b_2(x_1, s_1) = [p_{s_{i,2}}^{s_{i,2}}(x_1), s_1].\)

### 3 Estimation

#### 3.1 Structure of sequential estimators

Lechner (2004) shows that these scores are convenient for constructing sequential propensity score matching estimators to correct for selection bias under W-DCIA. I focus on this particular estimator because of its simplicity and because it is the workhorse of empirical evaluation studies. Other static matching-type estimators can be adapted to the dynamic context in a similar way (see Imbens, 2004, for an overview of available estimators). I refrain from
discussing estimation based on the S-DCIA explicitly, because that assumption is not relevant here.

Using the balancing scores suggested above, the following estimand results for quantities identified under W-DCIA:

\[
E(Y_{S}^{2} \mid S_{1} = s_{1}^{j}) = \mathbb{E}_{\mu_{X}(X_{0})} \left\{ \mathbb{E}_{\mu_{X}(X_{0})} \left[ E(Y_{2} \mid S_{2} = s_{2}^{k}, p_{\phi_{j}(X_{1})}^{s_{1}^{j}}(X_{1})) \mid S_{1} = s_{1}^{k}, p_{h}(X_{0}) \mid S_{1} = s_{1}^{j} \right] \right\},
\]

\[
p_{d_{j}h}^{s_{1}^{j}}(X_{1}) := [p_{d_{j}h}^{s_{1}^{j}}(X_{1}), p_{h}(X_{0})], \quad s_{1}^{j}, s_{2}^{k}, s_{1}^{j}, s_{1}^{j} \in \{0,1\}. \tag{3}
\]

To learn the counterfactual outcome for the population participating in \( s_{1}^{j} \) (the target population) had they participated in sequence \( s_{1}^{k} \), women with \( s_{1}^{k} \) must be reweighted to make them comparable to the women in the target population (\( s_{1}^{j} \)). The dynamic, sequential structure of the causal model restricts the possible ways to do so. Intuitively, for the members of the target population, women in the first element of the sequence of interest (\( s_{1}^{k} \)) should be reweighted such that they have the same distribution of \( p_{d_{1}h}^{s_{1}^{j}}(X_{0}) \) as the target population. Call this artificially created group comparison group 1. Yet, to estimate the effect of the full sequence, the outcomes of women in \( s_{1}^{k} \) instead of \( s_{1}^{j} \) are required. Thus, an artificial subpopulation of women in \( s_{2}^{k} \) that has the same distribution of characteristics of \( p_{d_{1}h}^{s_{1}^{j}}(X_{0}) \) and \( p_{d_{1}h}^{s_{1}^{j}}(X_{1}) \) as the artificially created comparison group 1 is required. The same principle applies for dynamic average treatment effects in the population (DATE).

All proposed estimators in L04 have the same structure: They are computed as weighted means of the outcome variables observed in subsample \( S_{2} = s_{2}^{k} \). The weights, \( w(\cdot) \) depend on the specific effects of interest and are functions of the balancing scores.
\[
E(Y_2^\delta | S_i = s_i^j) = \sum_{i \in S} w_i^\delta \cdot (p_{S_1}^\delta | x, x_0, s_i^k) y_i; \quad w_i^\delta \geq 1; \quad \sum_{i \in S} w_i^\delta = 1; \quad (4)
\]

\[
E(Y_2^\delta) = \sum_{i \in S} w_i^\delta \cdot (p_{S_1}^\delta | x, x_0, s_i^k) y_i; \quad w_i^\delta \geq 0; \quad \sum_{i \in S} w_i^\delta = 1. \quad (5)
\]

Note that in the case of more than two treatments, the balancing scores for (4) and (5) will differ with respect to the participation probability for the first period. For equation (4), the required quantity is \( P(S_1 = s_i^k | X_0 = x_0, S_i \in \{s_i^k, s_i^j\}) \), whereas in equation (5), in which all of the population is the target, \( P(S_1 = s_i^k | X_0 = x_0) \) is appropriate.

### 3.2 Sequential matching estimators (SM)

Lechner (2004) propose to extend the simple pair-matching estimators that are highly popular in applied studies to the dynamic context. The idea is to perform the required adjustments by sequentially choosing close pairs of observations in the various steps, so as to mimic the sequential conditional expectations appearing in expressions (4) and (5). The first step is the same for both effects and consists in finding for every women in \( S_1 = s_i^k \) a women in \( S_0 = s_i^k \) with very similar (the same) values of \( p_{S_1}^\delta | x, x_0 \) and \( p_{S_0}^\delta | x_0 \). Note that matching must be with replacement, because the target population may be larger than the treatment population.

In the second step, every women in \( S_1 = s_i^j \) (equation (4)) or \( S_0 = 0 \) (equation (5)) is to be paired with a women observed with \( S_1 = s_i^k \) with very similar (same) values of \( p_{S_1}^\delta | x_0 \). The positive weights that are attached to some or all women in \( S_1 = s_i^k \) coming from step 1 are then updated depending on how often a women in \( S_1 = s_i^k \) is matched to a women of the target population via the intermediate matching step. This procedure leads to the following weights:
\[ w_i^{(1)} = \frac{1}{N^1} \sum_{m \in \mathbb{Z}_n} \sum_{m \in \mathbb{Z}_n} v_1[p^{(l)}(x_{0,m}), p^{(l)}(x_{0,m}) ; ] v_2[p^{(l)} (x_{0,m}), p^{(l)} (x_{0,m}), s^1_i ; ] ; \quad \forall i \in S_1 = s^1_i ; (6) \]

\[ w_i^{(2)} = \frac{1}{N} \sum_{n=1}^{N} \sum_{m \in \mathbb{Z}_n} v_1[p^{(l)}(x_{0,n}), p^{(l)}(x_{0,n}) ; ] v_2[p^{(l)} (x_{0,n}), p^{(l)} (x_{0,n}), s^1_i ; ] ; \quad \forall i \in S_2 = s^2_i ; (7) \]

\( N^1 \) denotes the number of observations for which \( S_1 = s^1_i \). The function \( v_1[p^{(l)}(x_{0,n}), p^{(l)}(x_{0,n}) ; ] \) is defined to be one if \( p^{(l)}(x_{0,n}) \) is closest to \( p^{(l)}(x_{0,n}) \) among all observations belonging to the subsample defined by \( S_1 = s^1_i \), and zero otherwise. Similarly, \( v_2[p^{(l)} (x_{0,m}), p^{(l)} (x_{0,m}), s^1_i ; ] \) is one if observation \( i \) is closest to observation \( m \) (with \( s_{1,m} = s^1_i \)) in terms of \( p^{(l)} (x_{0,m}) \) and \( p^{(l)} (x_{0,m}) \), and zero otherwise. The Mahalanobis metric (a quadratic form of the variables defining the distance weighted by the inverse of their sample covariance matrix) is a frequently used measure for similarity. Note that the weight of observation \( i \) is 0, if it is not matched to any member of the target population. On the other extreme, if observation \( i \) is matched to every member of the target population its weight would be 1. A specific variant of this estimator is shown in Table 1 for the example of estimating \( \theta^{(l)} (s^1_i) \).

Some remarks about this protocol that are already contained in L04 are worth repeating: First, matching is with replacement. Every step of the matching sequence is essentially the same as for matching in a static framework. However, sequential propensity score matching involves several probabilities in the second period matching step. Second, some issues arise from the sequential nature of matching. By choosing observations as matches with similar values of the probabilities instead of the same values (because such observations may not be available), it may happen that the probabilities attached to observations in earlier matching steps (relating to transitions in early periods) change over different sequential matching steps due to imprecise matching. To prevent this from happening, every matched comparison observation in
period 2 is recorded with the values $\hat{p}_{i}^{S}$ of the observation it was matched to in period 1, instead of its own ($\hat{p}$ denotes a consistent estimate of $p$). Hence, the ‘history’ of the match, or, in other words, the characteristics of the reference distribution, does not change when the next match occurs in the subsequent period.

Third, to compute $E(Y \hat{=} | S = s_{1}^t)$ the only information that is needed for the $N_{1}^t$ participants in $s_{1}^t$ is $\hat{p}_{i}^{S}$. Similarly, for participants in $s_{2}^t$, all probabilities of the type $\hat{p}_{i}^{S} \mid s_{1}^t$ are required. For participants in $s_{1}^t$, but not in $s_{2}^t$, only $\hat{p}_{i}^{S}$ is needed, and so on. To estimate $E(Y \hat{=} | S = s_{1}^t)$ instead of $E(Y \hat{=} | S = s_{1}^t)$, the only change in the matching protocol is that the initial matching step on $\hat{p}_{i}^{S}$ is redundant. When interest is in the average effect in the population ($E(Y \hat{=})$), then the whole population plays the role of the first reference group (instead of $s_{1}^t$). In this case, in the matching step based on $\hat{p}_{i}^{S}$, all participants in $s_{1}^t$ are matched to themselves. In addition selected participants in $s_{1}^t$ are matched to participants in the remaining treatments in the first period.
Table 1: A sequential matching estimator for $\theta_{i12}^{s2} (s_1^i)$ based on propensity scores

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 0: Sample reduction</td>
<td>Delete all observations not belonging to $s_1^i$, $s_1^i$, or $s_2^i$.</td>
</tr>
</tbody>
</table>

**Step A:** Match $s_0^i = (s_0^i, s_0^i)$ to $s_1^i$

- **A.1.0**: Define a weight $w_{i0}^{s0} = 0$ for every observation in $s_0^i$.
- **A.1.P**: Estimate a probit for $P(S_i = s_1^i | X_0 = x_0) \rightarrow p_i^{s0}(x_0) = p_i^{s0}$
- **A.1.CS**: Delete all obs. of $s_1^i$ with lower or higher values of $p_i^{s0}$ than obs. in $s_0^i$
- **A.1.M**: For every obs. in $s_1^i$ not deleted in A.1.CS find the obs. in $s_0^i$ that is closest in terms of $p_i^{s0}$ (a match).
- **A.1.C**: For the matched obs. keep the value of $p_i^{s0}$ of the obs. in $s_1^i$ they have been matched to. Some obs. in $s_0^i$ may appear many times in this matched sample.

**Step B:** Match $s_0^i = (s_0^i, s_0^i)$ to $s_1^i$

- **B.1.0**: Define a weight $w_{i0}^{s1} = 0$ for every obs. in $s_1^i$.
- **B.2.R**: Reduce sample to participants in $s_1^i$ still in the common support.
- **B.2.P**: Estimate a probit for $P(S_i = s_1^i | S_i = s_1^i, X_i = x_i) \rightarrow p_i^{s1}(x_i) = p_i^{s1}$
- **B.2.CS**: Delete all obs. of $s_1^i$ with lower or higher values of $p_i^{s1}$ and $p_i^{s1}$ than obs. in $s_0^i$.
- **B.2.M**: For every obs. in $s_1^i$ not deleted in B.2.CS find the member of $s_1^i$ that is closest in terms of $p_i^{s1}$ and $p_i^{s1}$ using the Mahalanobis metric (covariance computed in $s_1^i$).
   - Every time an obs. in $s_0^i$ is matched, its weight $w_{i0}^{s1}$ is increased by 1.

**Step C:** Joint common support

- **C.1**: Reduce $w_{i0}^{s1}$ by 1 for every obs. $i$ matched to an obs. in $s_1^i$ deleted in A.1.CS or A.2.CS.
- **C.2**: Reduce $w_{i0}^{s1}$ by 1 for every obs. $i$ matched to an obs. in $s_1^i$ deleted in B.2.CS.

**Step D:** Estimation of $\theta_{i12}^{s12} (s_1^i)$

- **D.1**: $\hat{\theta}_{i12}^{s12} (s_1^i) = \frac{1}{\sum_{i \in 2} w_{i2}^s} \sum_{i \in 2} w_{i2}^s y_i - \frac{1}{\sum_{i \in 2} w_{i2}^s} \sum_{i \in 2} w_{i2}^s y_i$

Table 1 to be continued.
Table 1: Continued

Step E: Estimation of $\hat{\text{Var}}[\hat{\theta}^{s}_{i} \mid (s_{i})]$  

$$
\hat{\text{Var}}[\hat{\theta}^{s}_{i} \mid (s_{i})] = \frac{\sum (w_{j}^{2} \hat{\text{Var}}(Y_{i} \mid S = g_{i}^{j}, w = w_{j}^{2}) \mid \sum (w_{j}^{2} \hat{\text{Var}}(Y_{i} \mid S = g_{i}^{j}, w = w_{j}^{2}))}{\sum (w_{j}^{2})^{2}}
$$

$$
\hat{\text{Var}}(Y_{i} \mid S = g_{i}^{j}, w = w_{j}^{2}) = \frac{1}{N^{\text{hit}(\cdot, w_{j}^{2})}} \sum_{i \in t_{i}^{\text{hit}(\cdot, w_{j}^{2})}} \left[ y_{i} - \bar{y}(g_{i}^{j}, w_{j}^{2}) \right]^{2}
$$

$$
N^{\text{hit}(\cdot, w_{j}^{2})} = \sum_{i \in t_{i}^{\text{hit}(\cdot, w_{j}^{2})}} 1 \quad \bar{y}(g_{i}^{j}, w_{j}^{2}) = \frac{1}{N^{\text{hit}(\cdot, w_{j}^{2})}} \sum_{i \in t_{i}^{\text{hit}(\cdot, w_{j}^{2})}} y_{i}
$$

The set $t(s_{i}^{j}, w_{i}^{2})$ is determined as the $2\sqrt{N}$ closest neighbors w.r.t. the value of $w_{i}^{2}$ of observations with same observed treatment as observation $i$.

Note: $t > 1$. Changes required for the case $t=1$ are obvious. The number of neighbors in the k-NN estimation of the conditional variance is the one used in L04. In the empirical application below, the results appear not to be sensitive to small deviations from this value.

When matching is on the propensity score instead of directly on the confounding variables, there is the issue of selecting a probability model. It seems that, so far, even in the static model the literature has not addressed this thoroughly. So far the consensus seems to be that a flexibly specified (and extensively tested) parametric model is sufficiently rich and that the choice of the model does not really matter (e.g., see the Monte Carlo results by Zhao, 2004).

Similarly, the suggestions in the literature to guide the specification choice by the ability to achieve balancing of the respective covariates (e.g. Rosenbaum and Rubin, 1984, or Rubin, 2004) can be applied here as well (in each step).

Next, there is the issue of consistent estimation of the standard errors that is not yet resolved for the static matching literature. Based on the simulation results presented in L04, the standard errors are computed conditional on the weights. In other words, the fact that the weights are estimated quantities is ignored. Furthermore, the outcomes may show heteroscedasticity. However, heteroscedasticity is only relevant in this context if related to the weights. Therefore, a simple k-nearest neighbor estimator is used as in L04 to adjust for any such heterosce-
dasticity. Although such an estimator performed well in L04, there is potential for improvement.

The final remark about the matching protocol concerns the common support. The region of common support - defined on the reference distribution for which the effect is desired - has to be adjusted period by period with respect to the conditioning variables of that period. The matching estimator makes it easy to trace back the impact of this procedure on the reference distribution.

3.3 **Multiple treatments and many periods**

The main issue concerns the specification of the propensity scores: For example, when specifying the probability of participating in $s^k_{2s}$ conditional on participating in $s^k_{is}$, is it necessary to take account of the fact that not participating in $s^k_{2s}$ implies a range of possible other states in period 2? The answer is no, because in each step the independence assumption relates only to a binary comparison, e.g. $Y^d_{2s} \mathbb{I}(S_2 = s^k_{2s}) | S_i = s^k_{is}, X_i = x_j$, and $Y^d_{2s} \mathbb{I}(S_1 = s^k_{is}) | S_i \in \{s^k_{is}, s^k_{ls}\}, X_o = x_0 \ (s^k_{is} \ \text{being the target population as before}). Therefore, the conditional probabilities of not participating in the event of interest conditional on the history are sufficient.\(^{14}\) Hence, as already noted $P(S_2 = s^k_{2s} | S_i = s^k_{is}, X_i = x_j)$ and $P(S_1 = s^k_{is} | X_o = x_0, S_i \in \{s^k_{is}, s^k_{ls}\})$ may be used in the matching step in period 1. The multiple treatment feature of the problem does not add to the dimension of the propensity scores.

---

\(^{14}\) Imbens (2000) and Lechner (2001) develop the same argument to show that in static multiple treatment models conditioning on appropriate one-dimensional scores is sufficient.
4 Specifying causal parameters of interest

4.1 General issues

Since the causal model is formulated in discrete time, the first issue that arises concerns the concept of time to be used and the related question about the length of a period.

An important distinction is between process time, i.e. the clock starts running at some specific event that is related to the object of interest, or calendar time. The choice between the two concepts depends on the application, i.e. whether interesting causal effects are naturally defined in process time (like age specific birth patterns) or more naturally defined in calendar time. If one of those concepts is chosen, usually the other dimension of the problem will be controlled for in the estimation. For example, if process time is given by age, than any analysis based on calendar time will control for age effects and vice versa. In our current example concerning the labor market impacts of differential fertility behavior over the life-cycle, it appears natural to specify the model in terms of process time, here age. Doing so, allows specifying meaningful sequences as well as maximum flexibility in modeling relevant selection processes.

In an ideal world with very large sample sizes and high frequency data, the type of selection problem expected is one of the key determinants of the desirable length of a period. If it is assumed that short term events have important influences on the fertility decisions of the respective women, then shorter time periods allow more flexibility than longer periods. The price to pay for such flexibility is a loss in the precision of the estimates, because if the sequences cover only very specific events, then not many observations will be observed in any such sequence. In addition, it will be hard to interpret the (noisy) effects of sequences that have a very similar economic interpretation (like a birth in the first or second month after the 20th birthday). Therefore, more parsimonious models leading to more precise estimates can be obtained by using longer time periods. Since the systematic factors of fertility decisions are
based on longer term considerations, the application considers two years as one period and counts the number of births within such a period. With smaller samples, further aggregation of periods may be advantageous.

Another issue concerns the length of the sequence specified. The longer the sequences, i.e. the treatments are fixed over a longer time horizon, the more precise is the specification of the contrasts of interest, which could be important in some situation. However, as before, the price to pay will be a larger number of parameters to be estimated with a smaller number of observations.

4.2 Number of children

First, consider the issue of estimating the effects of the number of children on labor market outcomes. For example, if interest is in the effect of one child compared to no child at all, one may want to consider sequences that cover (almost) all of the fertile ages of women. The contrasts involve one sequence with zeros everywhere compared to an alternative sequence with one child in some period. Since the timing of birth is not relevant in the above formulated causal question, one may want to aggregate the effects for all possible sequences describing one birth based on some weighting scheme. A plausible weighting scheme could for example be based on the number of observations in each such one-birth-sequence.

If this question is only interesting for example for births up to the age of 30, then the specified one-birth and zero-birth sequences would only cover the ages up to age 30. The same principles apply when comparing two to zero or two to one birth, and so on. Section 6 presents concrete examples.

4.3 The effects of timing and spacing

A frequent question that arises is whether early births lead to different labor market outcomes than late births. This can be easily analyzed comparing sequences with the same total number
of total births occurring at different ages. Varying the ages would also allow getting an estimate of the effect of an incremental postponement. Similarly, the spacing of the births, i.e. the time between the first and the second birth may be analyzed by comparing sequences with first births occurring at the same age in both sequences, but with the second birth occurring at a different age. Whereas such sequences could cover (most) of the fertile ages, one may be interested in the effects of 'starting' later or earlier without necessarily keeping the overall number of births fixed, but rather considering it as being determined by the early or late start. In this case, the sequences to be specified are much shorter. They would cover only the ages until the first birth of interest. This age can be varied to understand the full pattern of this effect.

Again, if interest is in a combination of different sequences, all effects for birth sequences with the same distance between births may be aggregated.

4.4 The role of confounding variables

Compared to the static potential outcome model, the dynamic potential outcome model is a powerful tool if the selection process into (and the dropout from) the sequences is determined by time varying variables that are related to the outcome of interest. Those variables, termed intermediate outcomes in the previous sections, play an important role in addition to any selection variables that are constant over the time window considered. Therefore, the data available must be informative about such variables. In the second part of section 5, the selection processes into and out of some selected sequences are documented.

5 Data

To illustrate the methods, I generated a rather large sample of 100000 'women' with 'yearly' information on labor market status, fertility, and some background characteristics that show similarity to typical variables measuring education, vocational degree and labor demand.
These women are observed from the age of 16 to the age 45. For simplicity the data do not contain calendar time effects. Before discussing the 'data' in more detail, note that they are simulated for the purpose of illustrating some of the potentials of the suggested dynamic causal methods. They are neither meant to reflect any real-life data nor are they supposed to reflect some specific insights about the connection between fertility and socio-economic variables. Quite to the contrary, when investigating some of the descriptive statistics for specific subsamples to be presented below, it is obvious that some of the statistics show rather extreme properties that are however not detrimental to the purpose intended in this paper. It should also be pointed out that although the actual sample size is rather large compared to real life data, the suggested approach can be used with smaller sample sizes as well.

In the simulated data, the number of births per year is modeled by a latent index model of the probit type. Choices depend on observables that also appear in the outcome processes as well as on normally distributed unobservables that are independent of observables and unobservables appearing in the outcome equations. Note obviously that normality or an index model assumption is not required for W-DCIA to hold, but they are convenient choices for a simulation exercise. Such observables are schooling, vocational degree, regional indicators, as well as lagged labor market indicators and the birth history. The labor market indicators, such as earnings and employment, are modeled as dynamic processes influenced by the exogenous variables as well as by their own past and current and past fertility behavior. All selection processes fulfill W-DCIA, but not D-CIA.

Table 2 contains descriptive statistics as well as a characterization of the type of variable for the most important time-dependent and time-independent variables. They are the usual types of variables with typical codings, means, and standard errors. A full set of statistics for all

---

15 Since space constraints do not allow reproducing the data generating process explicitly, a Gauss 8.0 program is available from the author on request. Furthermore, a Gauss 8.0 program performing the estimation is available as well.
variables are available on request from the author. All descriptive statistics are shown for particular subsamples defined by selected treatment sequences. Since these are simulated data, I refrain from any interpretation of the descriptive statistics. However, it is important that the variation of the values of the covariates and intermediate outcomes across sequences reveals considerable selection effects as well as considerable differences in the outcome variables.

Table 2: Descriptive statistics for selected variables and selected subsamples

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Subsamples defined by fertility status between age 21 up to age 42</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>all</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mean</td>
</tr>
<tr>
<td>Monthly earnings in EUR (0 for non-workers)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 25</td>
<td>C</td>
<td>1133</td>
</tr>
<tr>
<td>Age 35</td>
<td>C</td>
<td>1108</td>
</tr>
<tr>
<td>Age 45</td>
<td>C</td>
<td>1239</td>
</tr>
<tr>
<td>Out of labor force in %</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 25</td>
<td>I</td>
<td>38</td>
</tr>
<tr>
<td>Age 35</td>
<td>I</td>
<td>42</td>
</tr>
<tr>
<td>Age 45</td>
<td>I</td>
<td>40</td>
</tr>
<tr>
<td>Employment in %</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 25</td>
<td>I</td>
<td>57</td>
</tr>
<tr>
<td>Age 35</td>
<td>I</td>
<td>53</td>
</tr>
<tr>
<td>Age 45</td>
<td>I</td>
<td>54</td>
</tr>
<tr>
<td>Total number of children per women</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 25</td>
<td>D</td>
<td>.7</td>
</tr>
<tr>
<td>Age 35</td>
<td>D</td>
<td>1.5</td>
</tr>
<tr>
<td>Age 45</td>
<td>D</td>
<td>1.7</td>
</tr>
<tr>
<td>Other variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schooling (8-12)</td>
<td>D</td>
<td>10.1</td>
</tr>
<tr>
<td>Vocational degree (0,1, 2)</td>
<td>D</td>
<td>.9</td>
</tr>
<tr>
<td>Regional share of service sector</td>
<td>C</td>
<td>56</td>
</tr>
<tr>
<td>Regional share of production sector</td>
<td>C</td>
<td>30</td>
</tr>
<tr>
<td>Sectoral UE rate</td>
<td>C</td>
<td>12</td>
</tr>
<tr>
<td>Occupational UE rate</td>
<td>C</td>
<td>12</td>
</tr>
<tr>
<td>Observations</td>
<td></td>
<td>85843</td>
</tr>
</tbody>
</table>

Note: I: Binary indicator variable (0, 1); D: Discrete variable; C: Continuous variable. For indicator variables the share of ones is given in %. The number of observations in the full sample is 100,000. The table is based on the subsample of women who had no birth before the age of 21. Descriptive statistics for the variables and subsamples not included are available on request from the author.

The selection process along a sequence is modeled by a binary probit model. The actual probit models underlying the results presented in the next sections are slightly misspecified, but in
ways that remain largely undetected by conventional specification tests. The misspecification relates to the functional form as well as to the omission of some covariates that are highly correlated with covariates included in the sample. In this respect as well, the artificial data seem to exhibit similar problems and questions as real data sets usually do. The results for selected sequences are given in Table 3.

Table 3: Estimated coefficients of sequential probit models (first part of a selected sequence)

<table>
<thead>
<tr>
<th>Variable</th>
<th>0</th>
<th>00</th>
<th>001</th>
<th>0011</th>
<th>00110</th>
<th>001100</th>
<th>0011000</th>
</tr>
</thead>
<tbody>
<tr>
<td>vs.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Schooling (8-12)</td>
<td>-.33</td>
<td>-.31</td>
<td>.24</td>
<td>.26</td>
<td>-.44</td>
<td>-.43</td>
<td>-.44</td>
</tr>
<tr>
<td>Vocational degree (0,1, 2)</td>
<td>-.31</td>
<td>-.22</td>
<td>.12</td>
<td>.14</td>
<td>-.45</td>
<td>-.31</td>
<td>-.34</td>
</tr>
<tr>
<td>Regional share of service sector</td>
<td>.005</td>
<td>.009</td>
<td>-.01</td>
<td>-.01</td>
<td>.003</td>
<td>.01</td>
<td>.007</td>
</tr>
<tr>
<td>Regional share of production sector</td>
<td>-.001</td>
<td>-.001</td>
<td>-.000</td>
<td>0.002</td>
<td>-.003</td>
<td>-.004</td>
<td>-.004</td>
</tr>
<tr>
<td>Sectoral UE rate</td>
<td>-.002</td>
<td>-.000</td>
<td>-.001</td>
<td>0.002</td>
<td>0.005</td>
<td>0.006</td>
<td>0.01</td>
</tr>
<tr>
<td>Regional UE rate</td>
<td>0.01</td>
<td>-.000</td>
<td>0.002</td>
<td>0.002</td>
<td>0.005</td>
<td>0.008</td>
<td>0.01</td>
</tr>
<tr>
<td>Employed at age 20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.42</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Out-of labor force at age 20</td>
<td></td>
<td>-.24</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Earnings at age 20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.0007</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Employed at age 22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>.49</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Earnings at age 22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>.50</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Earnings at age 24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>-.0007</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Out of labor force at age 26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>.62</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Earnings at age 26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-.0007</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Out of labor force at age 28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-.73</td>
<td>0</td>
</tr>
<tr>
<td>Out of labor force at age 30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-.73</td>
</tr>
<tr>
<td>Out of labor force at age 32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-.12</td>
</tr>
</tbody>
</table>

Note: Binary probit model estimated on the respective subsample. All specifications include an intercept. If not stated otherwise, all information in the variables relates to age 20. Exclusion restrictions: 0: Variables omitted from specification. X: Variable not temporarily prior to the dependent variable. Bold letters in italics denote significance at the 1% level. Bold letters denote significance at the 5% level. Italics denote significance at the 10% level.

Following the specification over time, it becomes obvious that all probits include the same set of time constant variables, but differ with respect to time varying variables. According to the theory outlined so far, the number of time varying variables to be included in the probit should increase along the sequences, since each estimation step should include all variables previously included as well as those variables directly prior to the current treatment. Doing so would however lead to multicollinearity problems due to overparametrization. This problem
becomes more binding over time, as the number of women still in the sequence decreases.

Since it is not the purpose of this estimation step to obtain consistent estimates of probit coefficients, but of the respective probabilities instead, deleting variables because of their almost perfect correlation with other variables already in the model does not harm consistent estimation of the treatment effects.

6 Estimation results

6.1 Quantity

Based on the considerations of Section 4, Table 4 presents some example on how to estimate the labor market effects of additional children. In the left part of the table two different ways of modeling the effect of one additional child are shown: The first comparison is for a birth at the age 21 / 22 and no birth for the next four years (sequence 100) compared to no births over six years from age 21 to 26 (000). Since it may be true that the first child has a different effect than the second one, a second specification is added which compares the one birth at 21/22 case to another sequence with an additional birth at 23/24 (110). Note that the way the effect is specified it is left open whether there will be or will not be more births after the age of 26. In this sense it is a minimal specification with respect to time periods that has been chosen because of sample size considerations (sequences with one child only are very rare in the simulated data). If there are enough observations in the individual sequences one may want to compare three children to two children as well as consider different timings of births. Furthermore, one may consider longer time periods without birth as is done in the final specifications contained in that table. The latter compare two or three early children with no children. The coverage of these sequences is now from age 21 to 40 and thus covers almost all of women's fertile period.
The particular target population and its size after imposing the common support criterion is shown in the line just below the sequences.\textsuperscript{16} The effects are estimated for different subpopulations that are defined by the first diverging element in each of the sequences that are compared. These effects are identified by the W-DCIA. A more stringent specification of those subpopulations (i.e. longer sequences for the target population) would require the S-DCIA to hold instead of the weaker W-DCIA, which is however not true with this simulated data, and usually not plausible in such applications as well.

Table 4: Labor market effects of birth sequences at age 45 (quantity)

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Employment</th>
<th>Earnings</th>
<th>Employment</th>
<th>Earnings</th>
<th>Employment</th>
<th>Earnings</th>
<th>Employment</th>
<th>Earnings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(s^1) - (s^2)</td>
<td>(1) additional birth</td>
<td>(2) births</td>
<td>(3) births</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequences (s^1) - (s^2)</td>
<td>100 – 000</td>
<td>110-100</td>
<td>1100000000 – 0000000000</td>
<td>1110000000 – 0000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target population (s) (obs. after common support, (N_s))</td>
<td>1 (15563)</td>
<td>11 (9634)</td>
<td>1 (14847)</td>
<td>1 (14484)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimated outcome: (E(Y_{s}^{s^2}</td>
<td>S = s))</td>
<td>28 377</td>
<td>16 348</td>
<td>25 547</td>
<td>13 308</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimated outcome: (E(Y_{s}^{s^2}</td>
<td>S = s))</td>
<td>(2) (39)</td>
<td>(.4) (10)</td>
<td>(2) (51)</td>
<td>(2) (51)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effect: (\theta_{s}^{s^2} \cdot \beta_{s}^{s^2} (s))</td>
<td>-5 142</td>
<td>1 35</td>
<td>-64 943</td>
<td>-56 889</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s (N_s))</td>
<td>0 (64696)</td>
<td>10 (5068)</td>
<td>0 (60467)</td>
<td>0 (46092)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(E(Y_{s}^{s^2}</td>
<td>S = s))</td>
<td>57 1207</td>
<td>24 489</td>
<td>57 1144</td>
<td>24 508</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(E(Y_{s}^{s^2}</td>
<td>S = s))</td>
<td>(2) (54)</td>
<td>(1) (22)</td>
<td>(4) (96)</td>
<td>(11) (298)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_{s}^{s^2} \cdot \beta_{s}^{s^2} (s))</td>
<td>-6 147</td>
<td>-3 75</td>
<td>-33 596</td>
<td>-50 928</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s (N_s))</td>
<td>(2) (55)</td>
<td>(1) (29)</td>
<td>(5) (143)</td>
<td>(13) (345)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Each element of a sequence covers two years. The first element of each sequence refers to the age group 21-22. All sequences are defined such that there are no births before age 21. Outcome variables are measured at age 45. Standard errors are in parentheses. \textbf{Bold and italics:} Effect is significant at 1% level. \textbf{Bold:} Effect is significant at 5% level. \textit{Italics:} Effect significant at 10% level. \(N_s\) is the sample size of the target population after imposing common support.

The results of the estimations are given below the line for the target population. They show the estimated values for the (counterfactual) potential outcomes in the target population as

\textsuperscript{16} Members of the target population, for whom no comparable observations exist for any step in any of the two sequences, are removed. They violate W-DCIA. This procedure changes the estimand, but is common practice in static matching estimation.
well as their difference, which is the desired causal effect of the comparison of the two sequences. Standard errors are in brackets.

With respect to the results, all effects have the expected sign. For the larger target population of those women without a birth at age 21/22 all effects appear to be significant at conventional levels, whereas for the smaller subpopulation precision becomes a problem for the one-child comparisons, but not so for the comparisons involving more than one child. Comparing the effects across populations reveals some indication for possible effect heterogeneity.

6.2 Timing

Table 5 shows 8 different comparisons that all relate to timing issues, like when to have the birth, the time between first and second birth, and when to start fertility. The first 6 comparisons are based on rather long sequences (20 years if sample sizes permit) to investigate the various dimensions of early versus late kids. Therefore, the overall number of kids is kept constant over those 20 years. The remaining two comparisons investigate the effects of timing the first birth only ('starting early' vs. 'starting late'). Thus, the remaining birth history is not specified and considered as being part of the effect.
Table 5: Labor market effects of birth sequences at age 45 (timing)

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Employ</th>
<th>Earnings</th>
<th>Early vs. late births</th>
<th>Time between births</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Early vs. late births</td>
<td>Time between births</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequences $s^1 - s^0$</td>
<td>11000000000-0011000000</td>
<td>1100000000-00000000110</td>
<td>00110000000-000000000110</td>
<td>2000000-1010000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Early vs. late births</td>
<td>Time between births</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target population $s$ (obs. after common support, $N_s$)</td>
<td>1 (11589)</td>
<td>1 (4381)</td>
<td>001 (2879)</td>
<td>2 (1076)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Early vs. late births</td>
<td>Time between births</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimated outcome:</td>
<td>25</td>
<td>494</td>
<td>51</td>
<td>1064</td>
</tr>
<tr>
<td>Estimated outcome:</td>
<td>(1)</td>
<td>(25)</td>
<td>(2)</td>
<td>(47)</td>
</tr>
<tr>
<td>Effect: $\theta_s^1$</td>
<td>23</td>
<td>467</td>
<td>63</td>
<td>1258</td>
</tr>
<tr>
<td>Effect: $\theta_s^0$</td>
<td>(2)</td>
<td>(44)</td>
<td>(6)</td>
<td>(130)</td>
</tr>
<tr>
<td>$s$ ($N_s$)</td>
<td>0 (56259)</td>
<td>0 (24387)</td>
<td>000 (39526)</td>
<td>1 (13914)</td>
</tr>
<tr>
<td>$E(Y_{s^1}^1</td>
<td>S = s)$</td>
<td>56</td>
<td>1122</td>
<td>69</td>
</tr>
<tr>
<td>$E(Y_{s^0}^1</td>
<td>S = s)$</td>
<td>(4)</td>
<td>(98)</td>
<td>(5)</td>
</tr>
<tr>
<td>$E(Y_{s^1}^0</td>
<td>S = s)$</td>
<td>60</td>
<td>1243</td>
<td>81</td>
</tr>
<tr>
<td>$E(Y_{s^0}^0</td>
<td>S = s)$</td>
<td>(3)</td>
<td>(64)</td>
<td>(1)</td>
</tr>
<tr>
<td>$s$ ($N_s$)</td>
<td>1 (7092)</td>
<td>1 (16739)</td>
<td>1 (11954)</td>
<td>1 (3766)</td>
</tr>
<tr>
<td>$E(Y_{s^1}^1</td>
<td>S = s)$</td>
<td>21</td>
<td>437</td>
<td>18</td>
</tr>
<tr>
<td>$E(Y_{s^0}^1</td>
<td>S = s)$</td>
<td>(1)</td>
<td>(21)</td>
<td>(3)</td>
</tr>
<tr>
<td>$E(Y_{s^1}^0</td>
<td>S = s)$</td>
<td>24</td>
<td>480</td>
<td>19</td>
</tr>
<tr>
<td>$E(Y_{s^0}^0</td>
<td>S = s)$</td>
<td>(2)</td>
<td>(66)</td>
<td>(7)</td>
</tr>
<tr>
<td>$s$ ($N_s$)</td>
<td>10 (4457)</td>
<td>0 (64821)</td>
<td>0 (62376)</td>
<td>0 (46846)</td>
</tr>
<tr>
<td>$E(Y_{s^1}^1</td>
<td>S = s)$</td>
<td>28</td>
<td>569</td>
<td>57</td>
</tr>
<tr>
<td>$E(Y_{s^0}^1</td>
<td>S = s)$</td>
<td>(2)</td>
<td>(31)</td>
<td>(1)</td>
</tr>
<tr>
<td>$E(Y_{s^1}^0</td>
<td>S = s)$</td>
<td>32</td>
<td>635</td>
<td>60</td>
</tr>
<tr>
<td>$E(Y_{s^0}^0</td>
<td>S = s)$</td>
<td>(2)</td>
<td>(53)</td>
<td>(1)</td>
</tr>
<tr>
<td>$s$ ($N_s$)</td>
<td>4 (38)</td>
<td>66</td>
<td>3</td>
<td>95</td>
</tr>
</tbody>
</table>

See note below Table 3.

According to the data generating process, late births should have positive effects on labor market outcomes compared to earlier kids. Those effects should be somewhat smaller than the effects for different quantities of births. This result is generally confirmed by the data, although the precision of the estimates is not always enough to pin down the effects precisely.
7 Conclusions

This paper discusses to potential use of dynamic potential outcome models to analyze the effects of fertility on labor market interactions when large and informative data sets are available. The main advantages of such an approach are (i) its flexibility due to its non- or semiparametric nature, (ii) that it allows addressing the selection issues coming from the dynamic interaction between fertility and labor market decisions and realizations in a detailed way; and that (iii) it allows defining relevant parameters of interest in a more precise way than in any static approach. Based on artificial data, the approach is implemented and issues that come in any practical application of this approach are discussed.
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