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The financialization of commoditymarkets over the last decade has changed the behavior of commodity prices in
fundamental ways. In this paper, we uncover the gradual transformation of commodities from a physical to a fi-
nancial asset. Although economic demand and supply factors continue to play an important role, recent indica-
tors associated with financialization have emerged since 2008. We show that financial variables have become
themaindriving factors explaining the variation in commodity returns and volatility today. Ourfindings have im-
portant implications for portfolio analysis and for the effectiveness of hedging in commodity markets.
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1. Introduction

Commodities are considered real assets. Prices are determined by the
demand for production inputs and the extraction and mining capacity of
commodity suppliers. A long position in a commodity futures contract is a
bet on risingprices that is disconnected from thephysicalworld. The large
majority of commodity futures are closed prior tomaturity so that trading
in futures does not affect the price of physical commodities. This is the tra-
ditional view of segmented commodity futures and spot markets.

This view has been challenged by recent events that are caused by the
increased presence offinancial investors in commoditymarkets. The phe-
nomenon is known as the “financialization of commoditymarkets” and is
estimated to have emerged around 2004 when inflows into commodity
markets increased from $15 billion to over $450 billion in April 2011
(Bicchetti and Maystre, 2012). There has been considerable effort in the
recent academic literature to identify andmeasure the impact of financial
investors and to investigate the implications for market participants.
Broadly defined, the literature has identified three areas that underwent
significant changes since 2004. These are illustrated in Panel A of Fig. 1.
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The majority of current empirical studies focuses on detecting a link
between inflows from financial investors on the one hand, and (1) fu-
tures prices, (2) spot prices, and (3) the comovement with financial as-
sets on the other.

Financial investors typically have net long positions in broad com-
modity indices such as the S&P GSCI Composite Index or the Bloomberg
Commodity Index (Irwin and Sanders, 2011). Futures prices for a wide
range of commodities started to increase following large-scale inflows
from financial investors (Cheng and Xiong, 2014). These inflows were
documented in a first generation of empirical work that investigated
whether these types of investors were responsible for generating a
price bubble (Kaufmann and Ullman, 2009; Kaufmann, 2011;
Vansteenkiste, 2011). To conserve space, we do not present a full
overview of the large and growing literature in this introduction. A
summary of the main papers on financialization with an emphasis
on those published in Energy Economics can be found in Appendix B.

The second change occurred in the returns and the volatility of com-
modity spot prices. In particular, financialization and large-scale specula-
tion in commodity futures markets appears to have significant spillover
effects on the prices of physical commodities. The link between specula-
tion and physical prices is a controversial issue. In a recent literature re-
view, Haase et al. (2016) examine 100 papers that have been published
on the topic of financialization in commodity markets over the last de-
cade. The authors conclude that the number of papers finding a positive
effect of speculation and the ones finding a negative effect are about the
same. The overall picture is therefore rather mixed.
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The most visible change is perhaps the dramatic increase in
comovement, both within the commodity universe (Tang and Xiong,
2012), and with the general stock market (Cheng and Xiong, 2014).
The rise in correlation has been documented at full length in the empir-
ical literature. However, the role of financial investors in generating this
comovement is still being discussed with some authors pointing to-
wards a crisis rather than a financialization effect (Brunnermeier and
Pedersen, 2009).

Given the size of the current literature on financialization in com-
modity markets, the lack of consensus concerning its core issues
seems surprising. However, researchers are confronted with a number
of empirical challenges that, if not properly addressed, can produce
contradictory findings. This is illustrated in Panel B of Fig. 1. One of the
 A: Research Focus of Current Literature 

B: Empirical Challenges and Research Incent

Fig. 1. Overview of current research focus in the financialization literature. This figure shows
emphasizes the fact that the majority of the empirical literature concentrates on estimating t
shows the complexity of the topic and the resulting challenges in empirical research.
problems faced by researcher is that the variables of interest are not de-
termined by financial investors alone, but by joint decisions made by
both, financial investors and commercial hedgers. Cheng and Xiong
(2014) highlight the role of informational frictions in determining the
interaction between both groups ofmarket players. However, classifica-
tion of traders into oneof these groups based on CFTC data has been crit-
icized, asmany large traders engage in activities that are associatedwith
both groups (Irwin and Sanders, 2011). Another issue that was particu-
larly present in early empirical studies is endogeneity between financial
investor activity and the impact on futures prices: while buying pres-
sure from financial investors can cause rising prices, a positive price
trend can also attract more investors. Finally, the financialization of
commodity markets also has important social implications which
ives

the current research focus and the challenges faced in the empirical literature. Panel A
he link between financial investors and various outcomes in the futures market. Panel B



2

3Z. Adams et al. / Energy Economics 89 (2020) 104769
generated an interest in this topic beyond the academic community. As
a result, not only academic scholars, but also practitioners, regulators,
and even politicians have contributed to the debate, each arguing with
different research motives and incentives.1 In summary, the topic is
complex and multifaceted.

An important assumption underlying current empirical studies is a
continuous presence of financial investors that motivates and justifies
an examination of this topic. Cheng et al. (2015) show how financial in-
vestors can dominate trading activity during normal market times, but
may retreat quickly from commodity markets during times of financial
distress. If the presence of financial investors is changing over time,
the impact and importance of studying financialization is also changing
over time. We aim to contribute to this issue with an empirical exami-
nation of the presence of financial investors in commodity markets. In
this paper, we propose a simple but effective measure to quantify the
presence of financial investors. We show that investor presence has an
important element of time variation. While financial investors seem to
have been particularly active from 2008 to 2014, we find evidence of a
weakening of this relationship, pointing towards a possible de-
financialization since June 2014. Our study is related to Zhang et al.
(2017), who were one of the first to find evidence of a possible de-
financialization. They show that the comovement between oil price vol-
atility and theVIX can be explained by both, fundamental economic var-
iables and investor sentiment. Zhang et al. (2017) argue that the current
de-financialization is a temporary phenomenon that was caused by the
shale oil boom and subsequent oil price drop in 2014. A definite conclu-
sion on this issue would be premature at this time but our empirical
findings can be interpreted in a similar way.

In examining this issue, we use fundamental economic variables that
have been the traditional drivers of commodities, as well as more recent
variables that have been associated with financialization. Our empirical
strategy is based on a simple idea: if financial variables have recently be-
comemore relevant than economic variables, we should expect financial
variables to be better at explaining the variation of commodity prices over
time than fundamental economic factors. Following this idea, we evaluate
the contribution of each factor to the R-squared of a rolling window re-
gression. Focusing on the R-squared and its decomposition, rather than
the regression coefficients, has a number of advantages. First, the coeffi-
cient estimates are generally not useful for answering the question
whether a variable is important for explaining commodity price changes.
For instance, a key variable in our empirical setup is a measure of macro-
economic uncertainty. In a regression of oil volatility on macroeconomic
uncertainty and other control variables, we find that the uncertainty coef-
ficient is estimated to be 45 in the pre-financialization period and 23 in
the following financialization period. Both estimates are statistically sig-
nificant. From these coefficient estimates, one could conclude thatmacro-
economic uncertainty has become less important for explaining the
variation in crude oil volatility. The R-squared decomposition that we
apply in our analysis however shows that macroeconomic uncertainty is
not less, but more important during the financialization period. During
financialization, macroeconomic uncertainty explains a much larger pro-
portion of the time variation in commodity volatility than in previous
years. Our methodological approach therefore has a number of advan-
tages over standard regression tables.

A side effect of our approach is that it allows for the presence of
endogeneity. For instance, the risk premium that reflects the trading de-
mand offinancial investors not only affects commodity prices, but rising
prices also attract investors into themarketwhich in turn affects the risk
premium.While the presence of endogeneity prevents us from estimat-
ing the causal effect, we canmeasure the contribution of the interaction
between risk premium and prices on the R-squared of the regression
model. Since we rely on variables for which other studies have already
confirmed a causal link to commodity price dynamics, we build our
1 See for instance the statements by then British Prime Minister Gordon Brown and
French President Nicolas Sarkozy in 2009 (Brown and Sarkozy, 2009)
analysis on the R-squared decomposition without the need to verify
causality.2 The result is an intuitive and direct interpretation of the im-
portance of traditional economic variables on the one hand, and
financialization indicators on the other. The outcome variables of inter-
est are prices, returns, and the volatility of crude oil and other frequently
traded commodities. Our main finding is that economic fundamental
variables continue to play an important role but that the influence of fi-
nancial variables has dramatically increased over time. During the
financialization period,we find that froma $1 change in crude oil prices,
35 cts. can be explained by changes infinancial variables and only 22 cts.
by economic fundamentals. These effects are even larger for volatility
where we find that financial variables explain themajority of the varia-
tion in crude oil volatility (56%), whereas economic fundamental vari-
ables can only explain 21%. We conclude that financialization partly
transformed commodities from a physical to a financial asset in terms
of pricing behavior. We also find indications that the financialization ef-
fect is currently weaker and that commodities may have entered a
period of de-financialization. The role of financial investors for com-
modity markets is therefore likely to have declined in recent years.
Our empirical findings are in line with Aromi and Clements (2019)
who investigate the role of the oil related information flows. They
show that the rate of information flow has a negative impact on the cor-
relation between oil prices and stock prices. In this context, the oil price
drop of 2014 generated a surge in information flow that insulated oil
markets from shocks in financial markets. De-financialization can be
interpreted in this light as a consequence of an increase in oil related in-
formation relative to stock market related news.

Our empirical results have important implications for the diversifi-
cation benefits of commodity investors and the hedging effectiveness
of commodity producers. For instance, Badshah et al. (2019) show
that risk managers base the timing and size of their hedging programs
on future price expectations. Since informational frictions between fi-
nancial investors and commercial hedgers become larger during times
of uncertainty, commercial hedgers need to adjust optimal hedge ratios
in commodities in order to mitigate stock market risks.

The remainder of the paper is organized as follows. Section 2 describes
themethodology formeasuring variable importance by decomposing the
regression R-squared. We argue that our simple approach can address
many of the shortcomings impairing other empirical findings in the liter-
ature. In Section 3,we discuss the economic andfinancial key variables for
our paper. While the economic variables are well known, we thoroughly
discuss the new financial variables that have emerged as important indi-
cators offinancialization over the last years. Section 4 shows the empirical
results and discusses the implications for crude oil as a commodity. We
present clear evidence for the disruptive effects of financialization, but
also find that the dominating effect of financial variables has been declin-
ing recently.We discuss the implications of this recent de-financialization
period and provide a tentative outlook for its future role. In Section 5, we
extend our analysis to other commodities and examine the robustness of
our results with respect to the specific functional form of our regression
model. Section 6 concludes.

2. A decomposition of commodity prices

Monthly changes in commodity prices can be explained by economic
fundamental variables on the one hand, and a set of financialization indi-
cators on the other.While financialization is a recent phenomenon that is
not yet fully understood, we show that its impact on commodity price
movements is very real. In this chapter, we decompose the total variation
of commodity prices into these two main categories. This decomposition
can provide useful information about the relative importance and will be
Two papers that stand out for their strong empirical identification are Cheng et al.
(2015) who circumvent the endogeneity problem by focusing on risk rather than prices,
and Henderson et al. (2015) who use data on exogenous investment flows of
commodity-linked notes.



Table 1
Calculation example for sequentially added variances.

This table shows the p!= 6 permutations for a simple linear regression model with p= 3 regressors. Note that
permutation 1 and 2 lead to the same value. The sameholds for permutations 5 and 6. There are therefore only 4
unique values. Themeasure LMG(x1) denotes the contribution of the variable x1 to the explanatory power of the
model and is computed as the average of the difference between column 2 and 3 divided by the total variance
Var(Y) (see Eq. (3)).
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the main source of evidence for the emerging dominance of
financialization in explaining commodity price movements. The mea-
surement and quantification of variable importance is a long-standing
question in statistics. A recent overview article is provided by Grömping
(2015). Perhaps the most intuitive approach is to observe the increase
in R-squaredwhen a variable is added to a linear regressionmodel. Unfor-
tunately, the R-squared value of a regression is conditional on all other
variables so that adding or removing a regressor alters the result.3

In this paper, we adopt a method originally proposed by Lindeman
et al. (1980) and further developed by Kruskal (1987). This approach
has been termed the LMG method, named after its authors. Grömping
(2015) shows that the LMG approach is superior to a number of other
methods proposed in thisfieldwhich either donot decompose the overall
R-squared, estimate negative R-squared contributions, or fail to be scale
invariant. Most importantly, LMG is not order dependent since the aver-
age over all possible regressor orderings is taken.4 At the center of this ap-
proach lies the variance of Y conditional on some regressor Xj, j ∈ S. The
dependent variable Ymeasures the prices, returns or volatilities of a com-
modity and the set of control variables S contains the regressors excluding
the variable whose importance we aim to determine. When the variable
of interest Xm is added to the model, the set of explanatory variables en-
compassesM∪ S and the conditional variance ofY is reduced. The sequen-
tially added variance svarmeasures the contribution of the variable Xm to
the overall explanatory power of the model:

svar MjSð Þ ¼ var YjX j; j ∈ S
� �

− var Y jXm;m ∈ M ∪ Sð Þ ð1Þ

Since adding a variable will reduce the conditional variance of Y, svar
will be non-negative.5 As an example, consider a linear regression
model with three regressors:
3 The situation simplifies considerably when the regressors are uncorrelated in which
case the R-squared is independent from the presence of other variables. However, this
special case is of little practical relevance.

4 A theoretical justification is provided by Huettner and Sunder (2012) who show that
the LMG method has a counterpart in cooperative game theory where the “worth” (R-
squared) is efficiently distributed to the “players” (regressors) in a way that certain desir-
able properties are satisfied.

5 Note that the conditional variance of Y can be described as var(Y|X)= E(Y2|X)− [E(Y|
X)]2 (Casella and Berger, 2002). The first term on the right hand side of this expression is
thefitted values froma regression of Y2 on the set of regressors inX. The second term is the
squared fitted values from a regression of Y on the same regressors. The conditional vari-
ance is therefore easy to estimate in an OLS framework.
y ¼ α þ β1x1 þ β2x2 þ β3x3 þ ε: ð2Þ

We are interested in the contribution of x1 to the explanatory power
of themodel. There are p != 3 !=6 permutations for whichwe can ar-
range the regressors in Eq. (2) and, hence, six different ways tomeasure
the contribution of x1. To illustrate this case the six permutations are
listed in Table 1. The second column shows the variance of Y conditional
on the regressors in S and therefore excluding the variable of interest, x1.

The third column shows the conditional variance of Y when x1 is
added to the model. The variables which do not enter the regression
are indicated in grey. The sequentially added variance in Eq. (1) is
then the difference between the second and the third column. The con-
tribution of the variable x1 to the explanatory power of themodel is de-
noted as LMG(x1) and is the fraction of the total variance of Y explained
by the average over all permutations:

LMG x1ð Þ ¼

1
p!

Xp!
i¼1

svar x1jS πð Þð Þ

Var Yð Þ ð3Þ

The set of regressors S changes over permutation π as illustrated in
Table 1. Note that the first and the second permutations in Table 1
yield identical results. The same holds true for permutations five and
six since the reordering of included variables does not change the con-
ditional variance. Accordingly, there are only 4 unique values for svar
in Table 1. Although this decision has little impact on the result, we fol-
low the literature and sum over all six permutations.6 In our example,
there are three LMGvalues {LMG(x1),LMG(x2),LMG(x3)}which together
sum up to the overall R-squared of the regression model in Eq. (2). For
the analysis in this paper we use the LMG approach to decompose the
variation in commodity prices into economic fundamentals and
financialization variables. This decomposition provides important evi-
dence for the recent rise in financialization driven price movements.
6 Our results are very close to those obtained with the R package relaimpo (Grömping,
2006) which also sums over all p! permutations.



 A: Crude Oil Spot Index and S&P 500 

B: Public and Private Derivative Market Activity  
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Fig. 2. Financialization periods and commodity market activity. This figure shows three recent financialization phases and the associated derivatives market activity. Panel A shows the
behavior of crude oil and stock prices during the potentially overlapping financialization phases. The period up until 2004 shows the historical pre-financialization case.
Financialization is a recent phenomenon that started around 2004 and was most visible after 2008. This period is characterized by a distinct comovement between stock prices and the
prices of physical commodities. In recent years, stock markets have strongly outperformed commodities which has caused a reallocation of funds. Although there is no clear evidence
of a complete disappearance of financialization, this period can be regarded as a de-financialization period which is accompanied by a decreasing influence of financial variables. Panel
B shows the market activity of exchange traded contracts on the left and OTC commodity contracts on the right. The exchange traded contracts show the crude oil net long positions
of non-commercial traders from the CFTC DCOT database available at https://www.cftc.gov/MarketReports/CommitmentsofTraders/index.htm. The OTC contracts show the aggregate
notional value of forwards, options, and swaps for all commodities from the Bank for International Settlements available at https://www.bis.org/statistics/derstats.htm.

7 There exists a certain amount of ambiguity concerning the exact transition date from
pre-financialization to financialization. This is visually reflected in partially overlapping
time windows in Panel A of Fig. 2. For instance, inflows into commodity markets started
to increase in 2004 but the change in price behavior is not observable in the data prior
to 2008. The global financial crisis of 2008–2009 interacted and amplified the effects from
financialization that were building up in the years before (Adams and Glück, 2015).
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3. Data

3.1. A chronology of financialization and de-financialization

The financialization of commodity markets can be broadly
grouped into three phases which are illustrated in Panel A of
Fig. 2. The pre-financialization phase represents the historical
case of segmented markets: commodities are understood as real
physical assets that are uncorrelated to financial assets due to
different behavior over the business cycle (Gorton and
Rouwenhorst, 2006). The second phase is the financialization pe-
riod which started around 2004 but did not fully unfold until
2008.7 The impact of financialization on the relationship between
crude oil spot prices (black solid line) and stock markets (red
solid line) has been well documented in the literature and has
caused a significant jump in the comovement between commodity
prices and the prices of other financial assets (Tang and Xiong,
2012).

https://www.cftc.gov/MarketReports/CommitmentsofTraders/index.htm
https://www.bis.org/statistics/derstats.htm
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For the most recent years, we find evidence for a weakening of the
financialization effect in crude oilmarkets starting in June 2014.However,
the behavior of commodities has not reverted to historical levels. We
therefore label this period a “de-financialization” period rather than
“post-financialization”.8 The de-financialization of crude oil is likely re-
lated to the reported staff reductions in the commodity trading operations
at a number of large banks during 2013. According to an article in the Fi-
nancial Times on August 5, 2013, bank profits from commodity deriva-
tives trading dropped from $14.1 billion in 2008 to $6 billion in 2012.
The June 2014 oil price drop during which crude oil prices dropped by
50% within a few months have likely prompted further losses and fund
withdrawals. The poor performance of the crude oil index together with
a spectacular performance of the stock market induced investors to redi-
rect funds from crude oil into the stock market. To illustrate this point,
Panel B of Fig. 2 shows the number of exchange traded crude oil contracts
on the left, and the notional value of aggregate commodity OTC contracts
on the right. The exchange tradedmarket activity decreased sharply after
the June 2014 oil price drop but has since increased again, suggesting that
the de-financialization observed in the datamight be of transitory nature.
The OTC contracts for all commodities already peaked in 2008 and has
been declining since. The results in Panel B suggest that OTC derivative
market activity is much lower today than during the financial crisis and
that futures trading activity also temporarily declined in June 2014.

3.2. Economic fundamental and financial variables

In this section, we present eight key variables that are used as inputs
in our model to explain the variation in the time series of crude oil
returns. We focus on crude oil in the following because liquid crude
oil futures contracts are highly popular among financial investors but
also among ETFs replicating commodity benchmark indices. Summary
results for other commodities are presented in Section 5. Four variables
represent the universe of fundamental economic variables. These are
economic activity, real interest rates, the change in oil inventory levels,
and the change in the trade-weighted value of the U.S. dollar. The im-
portance of these variables for commodity markets and their economic
mechanism have been thoroughly established in the literature. We will
therefore review these variables only briefly. The other four variables
are more recent but have been shown to be reliable measures of the
financialization phenomenon. They include the CBOE volatility index
(VIX), the returns in the S&P 500, a measure of macroeconomic uncer-
tainty, and the commodity futures risk premium. Their relevance and
functioning in commoditymarkets are lesswell-known andwewill dis-
cuss these variables more thoroughly. Our dependent variables are
crude oil returns for one set of regressions, and crude oil volatility for
another. Returns rt are computed as monthly percentage changes in
spot prices Pt: rt = ln (Pt) − ln (Pt−1). Oil volatility is computed as the
square root of the GARCH(1,1) variance estimated from monthly oil

returns:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2

t ¼ ω þ α � ε2t−1 þ β � σ2
t−1

q
.

Our first variable, Economic Activity, is a key variable for the demand of
crude oil. Previous studies find a strong link between income and the de-
mand for oil (Hamilton, 1983, 2009a, 2009b). Our empirical results are in
line with these findings. In our model, economic activity can explain a
large proportion of the variation in oil returns. In this paper, we use an
index of global economic activity proposed by Kilian (2009). This index
is particularly suited for our analysis because it measures the component
of global real economic activity that drives the demand for industrial com-
modities. The index is constructed from dry cargo single voyage ocean
freight rates and represents global demand for industrial commodities.9
8 Similar arguments are presented in Gibbon (2013) who reports results in favor of a
slowdown in funds from financial investors rather than a reversal of aggregate investment
in commodity markets.

9 For a more detailed description of the individual steps involved in the construction of
that index see Kilian (2009). An updated version of the index can be obtained from the
home page of Lutz Kilian at http://www-personal.umich.edu/~lkilian/reaupdate.txt
In recent empirical studies, the Kilian measure is an economically strong
and statistically significant predictor of the demand for crude oil (see for
instance Frankel, 2014) and a good predictor of long-term commodity
volatility (Nguyen and Walther, 2018).

Our second economic variable is the real interest rate. Real interest
rates have been found to exhibit an inverse relationship with oil prices
over time. Major oil price spikes that occurred in the early and late
1970s and during 2008 coincided with low real interest rates (Barsky
and Kilian, 2004; Frankel, 2014). On the other hand, the period of low
oil prices after 1982 was characterized by high real interest rates.
Frankel (2014) describes three mechanisms through which higher in-
terest rates cause a decline in oil prices. First, interest rates affect oil pro-
ducing firms in their decision about how much oil to pump and how
much oil to leave below ground for later extraction. Higher interest
rates increase the incentive to extract more today and invest the pro-
ceeds at the higher interest rate. The oil supply will therefore increase
pushing down oil prices. Second, a higher interest rate increases the fi-
nancing costs of holding physical storage. Refineries and consumers of
oil products therefore consume out of inventories rather than buying
new supplies on the spot market. The demand for oil and hence oil
prices decline. The third and last mechanism is capital switching. An in-
crease in interest rates makes the investment in bonds more attractive.
Financial investors will therefore redirect some of their commodity in-
vestments into bonds. The lower demand for commodity investments
leads to a fall in prices. We define the real interest rate as the difference
between the 3-month U.S. Treasury bill rate and the percentage year-
on-year change in the consumer price index.

The third economic variable is the percentage change in oil inven-
tory levels. Oil inventories respond to expectations concerning the
future availability of crude oil (Alquist and Kilian, 2010). Commodity
consumers respond to fears of possible supply disruptions and stock-
outs by increasing their physical inventory levels thereby increasing
the price (Dvir and Rogoff, 2009). However, empirical studies on the
effects of oil inventories are mixed. For instance, Kilian and Murphy
(2014) investigate the role of inventories in the variation of oil prices
and find that the relationship is rather unstable. Our empirical re-
sults are in line with this finding. The percentage change in inventory
levels explains only a small part of the variation in oil returns and
volatility. Still, measures of oil inventories are frequently used in em-
pirical work and we decided to include the inventory variable for
completeness.

The fourth and last fundamental economic variable in our model is
the percentage change in theU.S. dollar exchange rate. Crude oil is traded
in world markets and is denominated in U.S. dollars. An appreciation of
the dollar means higher costs for oil importing countries. If the dollar
appreciates, importing countries will ask for lower oil prices in order
to be compensated for an exchange rate loss. At the same time, oil
exporting countries receive additional exchange rate profits when
paid in dollars and have some scope for reducing oil prices. Oil prices
and the dollar exchange rate are therefore inversely related. A number
of empirical studies confirm the importance of the U.S. dollar exchange
rate for explaining crude oil prices, both in the short run (Amano and
van Norden, 1998; Sadorsky, 2000), and in the long run (Zhang et al.,
2008). Our measure for the dollar exchange rate is the U.S. trade
weighted value of the U.S. dollar against major currencies.

Fig. 3 shows the monthly observations for our economic variables
from January 1990 to January 2019. The Kilian index shows high levels
of economic activity in the first half of the 2000s, which corresponds to
a price boom for many commodities. In the years following the Lehman
Brothers default, economic activity decreases reflecting the impact of
the great recession. Real Interest rates are declining throughout our sam-
ple and are negative for later years. Although some studies argue that the
financialization of commodity markets started in 2004, more recent em-
pirical papersfind that the LehmanBrothers bankruptcymarks the begin-
ning of a fundamental change in the behavior of commodities (Adams
and Glück, 2015). We therefore label the period up to August 2008 as

http://www-personal.umich.edu/~lkilian/reaupdate.txt


10 In the past, a number of alternative uncertainty measures have been proposed, the
most common one being some function of stock market volatility, either estimated from
stock prices directly or by the VIX volatility index. However, ameasure of financial market
volatility is likely to be driven by factors associatedwith time-varying risk-aversion rather
than economic uncertainty (Bekaert et al., 2013). Another popular approach is based on
measures of disagreement among professional forecasters (D'Amico and Orphanides,
2008). However, disagreements in survey forecasts could be due to differences in opinion
rather than uncertainty (Mankiw et al., 2004).
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“pre-financializationperiod” and theperiod starting in September 2008 at
the “financialization period”.

The first of the four considered financialization variables is the VIX vola-
tility index. TheVIXmeasures the implied volatility of S&P500 indexoptions
and has proved a strong proxy for investors' attitude towards risk (IMF,
2004; Hartelius et al., 2008; Sari et al., 2011). The VIX is also used as a
proxy for the risk absorption capacity of financial traders in commodity
markets. Cheng et al. (2015) show that high levels of the VIX index reverse
the flows from financial investors into commodity markets, thereby de-
pressing prices. Silvennoinen and Thorp (2013) show that the integration
between commodities and financial markets is higher with increasing VIX
levels. In our paper, we find that the VIX has become an important variable
in explaining the volatility in crude oil returns.

The second financialization variable is the return in the S&P 500
index. The S&P 500 is a key variable in our analysis. Financialization de-
scribes the phenomenon that something becomes more “finance like”
and hence can be explained by financial assets like stock price move-
ments. The degree to which oil prices can be explained by stockmarket
returns therefore gives a direct indication of the intensity of the
financialization process. Although studies that were already published
in the pre-financialization period find a link between stock markets
and crude oil, the magnitude of this link has increased dramatically
since the beginning of the financialization period (Aloui and Jammazi,
2009; Bahrn and Nikolovann, 2010; Lee and Chiou, 2011).

The variable Macroeconomic Uncertainty causes informational fric-
tions in commodity markets and can confuse market participants into
a behavior that amplifies the speculative effects of financialization
(Cheng and Xiong, 2014). The extreme oil price rise in the first half of
2008 when the WTI price increased by more than 50% followed by an
equally severe fall in prices in 2009 needs to be interpreted in this
light. In this paper, we test for the impact ofmacroeconomic uncertainty
on crude oil prices using a recent measure proposed by Jurado et al.
(2015), henceforth denoted as “JLN”. This measure is based on the
idea that what matters for an indicator of economic uncertainty is
whether the economy has become more or less predictable and, there-
fore, more or less uncertain. This view differs from traditional measures
which tend to be based on the ideawhether particular economic indica-
tors have become more or less variable.10 The JLN uncertainty measure
is estimated as the conditional volatility of the prediction error of an
economic indicator, thusmeasuring the variability in the unforecastable
components of a series.

U jt hð Þ ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E ytþh−E ytþhjIt

� �� �2jIt
h ir

ð4Þ

where U jtðhÞ is the uncertainty of variable j at time twith forecast hori-
zon h. The macroeconomic uncertainty is then computed by taking the
average overmore than 130 economic indicators such as industrial pro-
duction, employment, and hours worked.



12 In Appendix A of the paper, we also present a decomposition of real crude oil prices.
However, price levels are subject to a number of structural breaks that need to be accom-
modated in the R-squared decomposition. Because these structural breaks have diluting
effects on our analysis, our empirical part focuses on returns and volatility.
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U t hð Þ ≡
XN
j¼1

wjU jt hð Þ ð5Þ

Jurado et al. (2015) show that the time-variation in the uncertainty
measure in Eq. (5) is quite different from other common alternatives
like the VIX index. For instance, significant uncertainty episodes occur
less frequently than in other popular measures but when they do occur,
they are larger, more persistent, and have a larger negative impact on
real activity.11

The fourth and last variable that has been used in the literature to
model financialization is the Risk Premium. The risk premium is defined
as the difference between the spot price that is expected at a future
point T and the current futures price with maturity T:

RPt ¼ Et ST½ �−Ft;T ð6Þ

The risk premium reflects the demand imbalance for commodity fu-
tures positions. Commodity producers demand short positions in order
to lock in a price at which they can sell their products over the next
months. During normal times, they outnumber the demand for futures
long positions coming from speculators or arbitrageurs in the market. In
the terms of Cheng et al. (2015), commodity producers are initiating the
trade and need to pay a risk premium to the market participants who
are accommodating the trade. The risk premium is therefore usually pos-
itive. If the investment demand from financial investors increases, they
can outnumber the commodity producers in which case speculators
need to pay a risk premium and producers now become the recipients
of that premium. The risk premium turns negative. Using the time-
variation in the risk premium therefore allows us to learn about the spec-
ulative demand for commodity futures without the need to rely on a di-
rect but noisy position measure. Baumeister and Kilian (2016) compare
recentmeasures of the risk premium and conclude that the risk premium
estimation proposed by Hamilton and Wu (2014) is the most accurate
one. In this paper, we follow their recommendation and use an updated
version of the Hamilton and Wu (2014) risk premium. Note that the
risk premium needs to fall and turn negative to signal a dominating pres-
ence of financial investors in themarket. The positive part of the risk pre-
mium, in contrast, could be also classified as a fundamental economic
variable. In the following,wewill interpret the risk premiumas afinancial
variable but note here that this will somewhat overemphasize the effect
of financial variables during normal market times.

Fig. 4 shows the monthly observations for our financialization vari-
ables from January 1990 to January 2019. The high levels of the volatility
index VIX after the Lehman Brothers default in 2008 indicate a period of
financial distress. During the same time, the returns of the S&P 500
index were strongly negative. September 2008 therefore represents a
structural change for our financial variables but also for the behavior
of commodity prices. The remaining two variables, macroeconomic un-
certainty and risk premium, also respond strongly to the events in 2008.
Uncertainty about macroeconomic events reached a historical high and
the risk premium turns negative. Although investors temporarily re-
versed their flows into commodities in 2008, the negative risk premium
shows a general imbalance in the number of financial investor money
relative to hedging demand. The risk premium has recently turned pos-
itive again reflecting the current de-financialization phase.

In Fig. 5we showsample correlations between all eight key variables
driving commoditymarkets.With a few exceptions, the correlations are
close to zero. For instance, the correlation betweenmacroeconomic un-
certainty and the VIX index shows a moderate level of 0.58, which is in
line with the argument in Jurado et al. (2015) that the VIX is a measure
11 In addition to the macroeconomic uncertainty variable Jurado et al. (2015) also pro-
vide a measure of financial uncertainty which has a very similar interpretation to the
VIX. If we swap the VIX index with this measure of financial uncertainty we obtain quali-
tatively similar results.
of financial distress and not an indicator of general market uncertainty.
The positive correlation between the risk premium and real interest
rates can be explained by the capital switching argument: if the returns
on bonds are low, investors channel their funds into other assets includ-
ing commodities, leading to an excess demand for long positions
thereby driving down the risk premium. The other correlations are as
expected. For instance, if the returns of the S&P 500 are negative the
VIX index will be high. From Fig. 5 we conclude that every variable con-
tains sufficient own variation to justify inclusion into our model.

4. Empirical results

In this section, we decompose the total variation of crude oil returns
and volatility into three distinctive parts: One part that can be explained
by economic fundamental factors, one part that can be explained by
financialization variables, and a third, which consists of the unexplained
variation.12 While decomposing the returns provides information
concerning themain drivers of crude oil as an asset, the volatility decom-
position reveals the main factors of risk transmission. We show that the
relative importance of economic and financial variables changes over
time. In particular, the relative importance of financial variables has
changed in such a way that crude oil has transformed to a financial
asset rather than a real physical asset.

Panel A of Fig. 6 shows the decomposition of the total variation in
crude oil returns. The fraction of the total variation that can be explained
by movements in economic variables is indicated by green shaded
areas, the percentage that can be explained by financial variables is in-
dicated by the red shaded areas. The remaining variation is unexplained.
The large share of unexplained variation may be due to omitted factors
such as geopolitical changes, synchronized OPEC oil production, and
disrupting weather events. At a given point in time, the sum over all
green and red shaded areas represents the R-squared from a regression
of monthly crude oil returns on our set of explanatory variables. The ex-
planatory variables enter the regression in contemporaneous form for
simplicity but lagged variables generate similar results. To obtain time
variation, the regression is moved forward in a 5-year rolling window
(60monthly observations).13 Two observations follow from Fig. 6: Dur-
ing the pre-financialization period, the contemporaneous variation in
our eight regressors explains only a small percentage of the total varia-
tion in crude oil returns. After the default of Lehman Brothers, the situ-
ation changes dramatically. The same set of regressors now explain
almost 60% of the return variation. Among the fundamental variables,
economic activity and the change in the dollar exchange rate explain
10% and 12% respectively. Both variables showed higher fluctuations
during the financial crisis. The economic activity indexmoved frompos-
itive into negative valueswithin a fewmonths. The dollar exchange rate
first appreciated and then fluctuated at a higher volatility in the follow-
ing years. For instance, the U.S. dollar appreciated against the Euro from
$1.55 in August 2008 to $1.26 three months later. The impulse coming
from these two variables is reflected in higher explanatory power dur-
ing the financialization period. The main drivers behind the variation
in oil returns are however the financial variables. In particular, the
change in the VIX and the S&P 500 returns are responsible for 28% of
the total variation. The size of the impact coming frommovements in fi-
nancial markets has not been observed in the past and the recent liter-
ature on financialization has meticulously collected empirical evidence
13 The 5-year window is to some extent arbitrary but reflects the trade-off between
using a large window in which important events are oversmoothed and using a smaller
window in which the number of observations is small and the time-variation in the R-
squared is erratic. Although our results are quite robust to shortening or extending the
window by one year, our empirical findings are most prominent in the 5-year rolling
window.



14 The unusual high explanatory power of financial variables at the beginning of our
sample is likely due to the aftermath of the first Iraq (1990–1991) war that remains in
the five-year rolling window until around 1996. Since the war generated uncertainty
about future oil supply, the explanatory power only materialized in the decomposition
of volatility in Fig. 7, but not in the return decomposition in Fig. 6.

(a) )b(XIV ΔS&P 500 
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that this is the result of large investments from financial traders
(Henderson et al., 2015; Cheng et al., 2015).

To illustrate this point, the average fraction explained by each set of
variables is shown in Panel B of Fig. 6. Since the beginning of the
financialization period, the financial variables dominate the economic
fundamental variables by a significant amount.While traditional funda-
mental variables remain relevant for predicting crude oil returns, recent
financial variables have come to predict the majority of the return vari-
ation. From this finding, we conclude that the behavior of crude oil has
become more similar to that of financial assets like stocks rather than
traditional economic demand and supply drivers. The most recent
years starting after the oil price drop in June 2014 show a partial rever-
sal of the financialization effect. Although our aim is not to overempha-
size this point, early empirical and anecdotal evidence (see Section 1)
suggests that this period is likely to be a transitory phenomenon, so
that we label this recent period a “de-financialization” rather than a
“post-financialization” period.

In Fig. 7, we extend our analysis to the volatility of oil returns. Panel
A shows that economic activity and the interest rate are the main eco-
nomic variables driving crude oil volatility. Among the set of financial
variables, stock market volatility (VIX), macroeconomic uncertainty,
and the futures risk premium can explain the majority of oil volatility.
Similar to our previous analysis, the financial variables become the
dominant drivers behind the crude oil variation. Panel B of Fig. 7
shows that during the financialization period, 56% of the total variation
in oil volatility can be explained by financial variables while only 21%
can be explained by fundamental economic variables. Our empirical
findings suggest that financial variables are not only responsible for
explaining crude oil return behavior but also for the transmission of
risk to crude oil markets.14 Our findings are in line with Qadan and
Nama (2018) who approximate volatility of investor sentiment by the
VIX index to show significant spillover effects on the volatility of oil
prices.

The size and persistence of our results suggest that financialization
fundamentally transformed the nature of the asset class “commodities”.
The recent period of de-financialization appears to have dampened
some of the effects, suggesting that other assets have temporarily
attracted investor attention, causing a redirection of investment flows. It
is unclear at this point, whether financialization will remain a long-term
phenomenon.While Zhang et al. (2017) suggest a temporary occurrence,
Bianchi et al. (2020) argue in favor of a long-term effect.
5. Model extensions and robustness

In this section, we aim to address a number of issues that emerge in
the context of our empirical setup. First, we show that the empirical
findings that we reported earlier for crude oil can also be confirmed
for a number of other important commodities. Second, we show that
commodities that are not part of popular commodity indices are not
driven by financial variables and do not behave differently during the
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financialization period. Third, we use three stock indices in a placebo
test to confirm that stocks, unlike commodities, are always driven by
financial variables and the financialization period is not different
than other time periods. Our final extension examines whether our
results are driven by the functional form of the regression setup
and whether nonlinearities play any role in the decomposition of
the R-squared.

Fig. 8 shows the decomposition of the regression R-squared for corn,
gold, copper, and heating oil. The results for crude oil are repeated for
comparison. The choice is motivated by the fact that these commodities
have been shown to be affected by financialization in previous studies
(e.g. Tang and Xiong, 2012; Adams and Glück, 2015). Panel A on the
left shows the decomposition of returns, while Panel B on the right
shows the decomposition of volatility. Two results follow from this
graph. First,financial variables are generally better at explaining the var-
iation in volatility than in returns. Thismay be caused by the 2008–2009
financial crisis, which interactedwith financialization and has amplified
the effects coming from financial traders that respond to both, margin
calls from commodity long positions aswell as other financial indicators
such as S&P 500 returns or the VIX (Brunnermeier and Pedersen, 2009).
Second, the distinct pattern with generally low explanatory power dur-
ing the pre-financialization period, massive, often dominating explana-
tory power of financial variables during the financialization period, and
somewhat diminished effects during the recent de-financialization
years is not unique to crude oil markets but can be also confirmed for
heating oil, corn, gold, and copper. The observations from Fig. 8 suggest
that the transformation in return and volatility behavior is a general
phenomenon that affects the overall commodity market.

If the financialization of commodity markets can be understood as a
consequence of the increased investment activity of financial investors,
we would expect commodities that are not part of popular commodity
indices such as the S&P GSCI or the Bloomberg Commodity Index to re-
main unaffected by the financialization phenomenon. The left graph in
Fig. 9 shows the R-squared decomposition for three off-index commod-
ities: orange juice, lumber, and oats. For these commodities, financial
variables are not important drivers of the return variation. This finding
holds true whether we are in a financialization period or not and sup-
ports the notion that inflows from financial investors are a necessary
condition to cause the transformation of commodity markets.

The right graph of Fig. 9 shows the R-squared decomposition for
three stock indices: the MSCI Europe, the DataStream index of insur-
ance companies, and the DataStream index of commercial banks.
Since these indices already represent financial assets, we would ex-
pect that financialization is a natural outcome rather than an excep-
tion. Decomposing the R-squared confirms that the return variation
of financial assets can be almost entirely explained by financial vari-
ables whereas economic variables that are important for commodi-
ties have no explanatory power. The findings from Fig. 9 indicate that
the financialization of commodity markets is not simply a side effect of
the financial crisis of 2008, but instead a phenomenon that is specific for
a set of commodities that have been the target of financial investors.

The R-squared decomposition in this paper is based on an OLS regres-
sion framework in which the four fundamental variables and the four fi-
nancial variables enter in a linear form. Since our aim is to measure the
importance of the variables in explaining commodity prices, we focus
on theR-squared instead of the coefficient estimates. In fact, our empirical
strategy does not depend on the interpretation of the regression coeffi-
cients and linearity is just a matter of convenience. We can extend our
analysis of the explanatory power to include other, more general func-
tional forms. The flexibility of the specification is only limited by the
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15 For instance, the four financial variables in the case of crude oil returns include the
change in the volatility index, ΔVIX, whereas the level of volatility VIX is used for crude
oil volatility.
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number of observations, which in our case is 60 monthly observa-
tions or five years. Although a fully nonparametric specification
with eight explanatory variables is not feasible, we report the results
for a parametric translog model (Greene, 2011) which is a second-
order approximation to an unknown functional form:

lny ¼ β0 þ
XK
k¼1

βk lnxk þ
1
2

XK
k¼1

XK
l¼1

γkl lnxk lnxl þ ε ð7Þ

The full specification in Eq. (7) includes all K = 8 regressors, their
squared terms, as well as the complete set of K ⋅ (K− 1)/2 = 28 interac-
tion terms. Since our rolling window contains only 60 monthly observa-
tions, we propose a more parsimonious specification: We first condense
the information inherent in the set of fundamental and financial variables
by estimating their first principal components (PC).We then estimate the
following parsimonious specification for crude oil returns:

retoil;t ¼ β0 þ β1PCfundamental þ β2PCfinancial þ β3PC
2
fundamental þ

β4PC
2
financial þ β5PCfundamental � PCfinancial

ð8Þ

The estimating equation for volatility is very similar to that of Eq. (8)
but is based on slightly different principal components.15 The purpose of
the interaction term is to model cross elasticities and can be motivated
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by the observations that financialization appears to have moderately
increased the pro-cyclicality of commodity markets (Valiante and
Egenhofer, 2013).16 Other specifications that include for instance the
first two principal components to represent fundamental and financial
variables require a richermodel but have very similar results.We there-
fore focus on the simple specification of Eq. (8).

Fig. 10 shows the time-varying decomposition of R-squared. Panel A
shows the decomposition of returns while Panel B shows the
16 For instance, Pástor and Veronesi (2013) show that policy uncertainty leads to a greater
risk premium during weaker economic conditions. A properly specified regression equation
should therefore include an interaction term between policy uncertainty and risk premium.
decomposition of volatility. The green shaded areas represent the con-
tribution to R-squared coming from the first principal component of
fundamental variables (including its squared term). The red shaded
areas represent the impact of the first principal component of financial
variables and its squared term. The area shaded in dark-red represents
the interaction term, i.e. the additional contribution that is due to
changes in the financial component conditional on a given level of the
fundamental component. Given the differences in the empirical ap-
proach, it is perhaps surprising that the results are very similar to our
linearOLS benchmark case. The explanatory power is generally lowdur-
ing the pre-financialization period, the importance of the financial
variables is dominant during the financialization period, and seems to
be disappearing again during the recent de-financialization years.
From Fig. 10, we conclude that our main findings in this paper are
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Fig. 8. Return and volatility decomposition for other commodities. This figure shows the decomposition of the total variation for selected commodities. Panel A on the left shows the
decomposition for commodity returns and Panel B on the right shows the decomposition for volatility. The relative importance of financial variables in explaining the total crude oil
variation is a systematic finding that we can also confirm for other commodities. Financial indicators have become key variables during the financialization period, but are somewhat
less influential during de-financialization. The impact of financial variables is generally stronger for the volatility of commodity returns where the majority of the time-variation can be
explained by the S&P 500 index, the VIX volatility index, macroeconomic uncertainty, and the risk premium.
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unlikely to be driven by the functional form of the regression
specification.

Finally, we test whether our empirical findings also hold when a dif-
ferent methodology is used. Some of the most prominent models in the
financialization literature are Vector Autoregressions, which are underly-
ing many of the empirical findings of important contributions such as
Kilian (2009) and Kilian and Murphy (2014). We estimate a 9-Equation
VAR(1) model based on monthly data for the vector time series yt,
consisting of crude oil volatility, four lagged economic fundamentals (eco-
nomic activity, real interest rate, percentage change in oil inventory levels,
and percentage change in the U.S. dollar exchange rate) and our four fi-
nancial variables (VIX volatility index, percentage change in the S&P
500 index, macroeconomic uncertainty and risk premium):

crude oil volatilityt

economic activityt

⋮

risk premiumt

2
666666664

3
777777775
¼

ϕ01

ϕ02

⋮

ϕ09

2
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3
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þ

ϕ11 ϕ12 ⋯ ϕ19

⋮ ⋱ ⋮

⋱

ϕ91 ⋯ ϕ99

2
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�

crude oil volatilityt�1

economic activityt�1

⋮

riskpremiumt−1

2
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⋮

ε9t
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Fig. 9. Robustness and placebo tests. Thisfigure shows the R-squared decomposition of the returns fromoff-index commodities (left) andfinancial institutions (right). Orange juice, lumber, and
oats are not part of popular commodity indices and are therefore not traded by index tracking funds that are common among financial investors. The returns from insurance companies and
commercial banks are composite DataStream indices that represent a specific sector of the financial industry. The left graph shows that financial variables are not important drivers of the
variation of off-index commodities. The right graph shows that financial variables have always been the main explanatory factors of the returns of financial institutions.
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or more compactly:

Yt ¼ Φ0 þΦ1Yt−1 þ εt ð10Þ

where: Φ0 is a 9 × 1 vector representing the intercept terms
Φ1 is a 9 × 9 coefficient matrix
εt is a 9 × 1 vector of serially and mutually uncorrelated

innovations.
The model in Eq. (10) requires estimation of 92 + 9= 90 parameters.

Given the limitednumberofmonthlyobservations available,wedonot ex-
pand themodel to more lags. For the same reason, we also split the entire
sample into three subsamples rather thanusing a 5-year rollingwindow: a
pre-financialization sample (1990/01–2003/12), a financialization sam-
ple (2004/01–2014/06), and a de-financialization sample (2014/
07–2019/01).

We visualize the contribution of each variable to oil price volatility
using the Forecast Error Variance Decomposition (FEVD). Although
this approach is different from the R-squared decomposition presented
earlier, we obtain qualitatively very similar results. Given the parameter

estimates Φ̂0 and Φ̂1 from Eq. (10), we can take the conditional expec-
tation of Yt+1 to obtain the one-step-ahead forecast error:

εtþ1 ¼ Ytþ1−Et Ytþ1ð Þ ð11Þ

Focusing on the {Yt} sequence, the n-step-ahead forecast error is εt
+n = Yt+n − Et(Yt+n) and the n-step-ahead forecast error variance of
Yt+n is σ2

εtþn . We analyze the decomposition of the σ2
εtþn sequence

over a forecast period of 10 months.
Panel A of Fig. 11 shows that the forecast error variance of a shock to

crude oil volatility during the pre-financialization period is mainly
driven by its own past values. Financial and economic variables only
have small effects, contributing about 10% of the variance each. The sit-
uation changes dramatically for the financialization period in Panel B.
After 10 months, a significant part of the crude oil forecast error vari-
ance is explained by macroeconomic uncertainty and the VIX index.
The results confirm our previous findings from Section 4 based on R-
squared decomposition. Finally, we find low contributions to the error
variance during the de-financialization period in Panel C. This supports
our previous observation of an ongoing de-financialization in crude oil
markets. From Fig. 11, we conclude that our main empirical findings
are not unique to our estimation methodology: using VAR models, we
can obtain qualitatively very similar results.

6. Conclusion

Financialization describes the increasing dominance of financial ac-
tors, markets, and practices, resulting in a structural transformation of
the economy (Aalbers, 2016). The dominating view in the general fi-
nance literature is that financialization has adverse effects and can re-
place economic drivers of housing demand (Aalbers, 2016), crowd out
investments in machinery and equipment of non-financial firms (Tori
and Onaran, 2017), and lead to premature de-industrialization in devel-
oping countries (Whittaker, 2017). In this paper, we investigate the rel-
atively recent financialization of commodity markets. In the general
finance literature, the transformation of the economy is measured by
the size of the financial sector as a fraction of overall production (see
for instance Fasianos et al., 2018). We present a similar approach that
examines the fraction of commodity prices that can be explained by fi-
nancial variables. Our empirical findings suggest that the transforma-
tion of the commodity market has been particularly disruptive across
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Fig. 10. Including nonlinear terms in the crude oil price decomposition. This figure shows the decomposition of crude oil returns and volatility into fundamental and financial variables.
Each set of variables is represented by theirfirst principal component. In contrast to our previous decomposition graphs, the focus is here ondetecting potential nonlinearities. In particular,

we estimate the translog model retoil, t = β0 + β1PCfundamental + β2PCfinancial + β3PC
2
fundamental + β4PC

2
financial + β5PCfundamental ⋅ PCfinancial which is a second-order approximation to an

unknown functional form (Greene, 2011).
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a wide range of commodities, including energy, metals, and agricultural
products. As a consequence, commodity price behavior has changed
fromaphysical real asset to that of afinancial asset. Although our results
are silent about the exact economic mechanism behind these changes,
our findings have important implications: Under financialization, com-
modities are unlikely to provide effective diversification benefits in a
mixed-asset portfolio, the prices of daily food products and energy
costs are likely to fluctuate with changes in crude oil markets, and the
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Fig. 11. Forecast error variance decomposition based on a 9-equation VAR(1) model. This figure shows the forecast error variance decomposition of a shock to crude oil volatility. Green
shaded areas denote the contribution of economic variables to the forecast variance. Red shaded areas denote the contribution of financial variables. The remaining grey shaded area
represents the percentage of the forecast variance due to its own shock. The figure confirms our previous findings that financial variables played an important role in the variation of
crude oil volatility.
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forecast of future commodity prices based on traditional economic indi-
cators becomes imprecise.

However, we also find that commodities have recently entered into
a period of de-financialization during which the dominance of financial
variables appears to have extenuated. This finding is in line with the
general financialization literature which reports that financialization
has gone through several cycles over the last 100 years (Fasianos
et al., 2018). Although it is presently too early to know with certainty,
anecdotal evidence from the industry suggests that demand for com-
modity derivatives has been rising again since 2018 so that the current
de-financialization is likely to be a temporary phenomenon rather than
a symptom for a return to historical norms.

Appendix A. Unit root tests and real crude oil prices

In this appendix, we discuss the possibility to extend our analysis
to the (real) prices of crude oil. Most studies investigate returns or
the volatility of commodity returns to avoid problems arising from
non-stationarity in prices. However, if carefully implemented, one
can apply the analysis in our paper also to oil price levels. In the fol-
lowing, we will briefly explain the methodological approach and dis-
cuss why the empirical evidence for prices is weaker.
Panel A: Structural Breaks in the Levels of R

Panel B: Standard Unit Root and Zivot-Andr

Sample 1 (1990 – 2014) 

ADF -2.34 

PP -19.37*

ZA -5.18*** 

Fig. A1.Unit root tests for crude oil price levels. This figure shows the results from applying the
the time series of oil prices seems to be affected by two structural breaks. Thefirst change is relat
change affects both, the level and the trend of crude oil prices and is detected in September 201
DT indicates the additional increase in the price trend. The regression equation used in the seco
mined using the same selection procedure as in Perron (1989) and Zivot and Andrews (1992).
based on k = 1.
Conventional unit root tests fail to reject the null hypothesis in the
presence of structural breaks. Perron (1989) showed that many macro-
economic time series can be found to be (trend) stationary once exoge-
nous shocks such as financial crises are accounted for. In the Perron
(1989) approach, structural breaks are interpreted as exogenous shocks
that are identified by visual inspection of the data. Zivot and Andrews
(1992) extend this idea by proposing a procedure that tests for the occur-
rence of breaks at unknown points in time. These breaks could occur in
form of a level shift, DU or a change in the slope of the time series, DT.
The oil price series used in this paper appears to suffer from both types
of structural breaks: after a period of slightly declining growth during
the 1990s, oil prices moved on a distinct upward trajectory starting in
1998. The growth path includes the pronounced 2008–2009 oil price
boom and bust and loses its momentum in the first half of 2014 where
it fluctuates around a price of $110 per barrel. The year 1998 therefore
marks a change in the trend of oil prices. The June 2014 oil price drop
marks a second change which appears to have affected both, the trend
and the level of oil prices: Within a few months, oil prices dropped to
$50 and below. The Zivot-Andrews test identifies a structural break in
the level and trend of oil prices in September 2014 which is close to the
widely noted oil price drop that started in June 2014. The Zivot-
Andrews test is limited to detect one structural break. In order to detect
eal Crude Oil Prices 

ews (1992) Test Statistics 

Sample 2 (2011 – 2019) 

ADF -1.36 

PP -7.04 

ZA -4.51*

Zivot-Andrews (1992) unit root test to the level of real crude oil prices. Panel A shows that
ed to the slope of theprice trendwhich the test detects to occur inAugust 1998. The second
4. The regression equation used for the first sample is where Pt denotes real oil prices, and
nd sample incorporates both types of shifts and is expressed as. The lag length k is deter-
In our case, only the first lag was significant so that the test statistics shown in Panel B are



18 Z. Adams et al. / Energy Economics 89 (2020) 104769
the second break in 2014we apply the test to two subsamples of our data.
Sample 1 ranges from January 1990 to June 2014. Sample 2 ranges from
January 2011 to December 2019.We decided to use overlapping samples
to allow for a sufficiently large observation sample. The date and type of
structural breaks identified by the Zivot-Andrews test are illustrated in
Panel A of Fig. A1. The test is applied to the real prices of Brent oil. Panel
B shows the test statistics of the conventional Augmented Dickey Fuller
and the Phillips-Perron tests. The conventional unit root tests cannot ac-
count for the presence of breaks and hence fail to reject the null hypoth-
esis of a unit root.17 In contrast, the Zivot Andrews test indicates
stationarity and rejects the null hypothesis on the 1% significance level.
Once we account for the presence of structural breaks, we can therefore
examine the financialization in real crude oil prices rather than their per-
centage changes.

Panel A of Fig. A2 shows the decomposition of the total variation in
real crude oil prices. The fraction of the total variation that can be attrib-
uted by structural breaks is indicated by yellow shaded areas. The share
of the total variation that can be explained by movements in economic
17 For thefirst sample, the Phillips-Perron test findsweak evidence for stationarity at the
10% level.
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Fig. A2.Decomposition of real crude oil prices. This figure shows the relative importance of econ
prices. Green shaded areas denote the contribution of economic variables to the regression R-sq
the contribution of structural breaks in the level and trendof real oil prices. For a givenmonth, th
area represents the unexplained variation in real crude oil prices.
variables is indicated by green shaded areas. The percentage that can be
explained byfinancial variables is indicated by the red shaded areas. The
remaining variation is unexplained.

Overall, our set of regressors can explain a large share of the varia-
tion in real oil prices. Compared to our findings concerning returns
and volatility, prices seem to be easier to predict. This could also explain
why some papers prefer an analysis of oil price levels rather than per-
centage changes (e.g. Frankel, 2014). One drawback of analyzing price
levels is that the economic determinants behind the structural breaks
remain obscure. It is unclear whether they can be attributed to eco-
nomic or financial factors. Compared to the analysis of returns or volatil-
ity, the inspection of price level data therefore has some disadvantages.
Panel B of Fig. A2 shows the average fraction explained by each set of
variables. In contrast to our findings on returns and volatility, the role
of financial variables is less clear. We conclude that there is strong evi-
dence for the increasing dominance of financial variables for explaining
the variation in crude oil returns and volatility but that the analysis
based on price level data is inconclusive.
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Appendix B. Summary of financialization literature

The following table provides an overview of the financialization
literature with an emphasis on papers that have been recently
published in Energy Economics. The table cannot account for all pa-
pers that have been published across journals on this topic. The
purpose is to give an overview of a well-cited body of established
empirical research that helps to substantiate the claims made in
this paper.
Table B1
Summary of financialization literature.

Adams, Z., and T. Glück (2015), Journal of Banking and Finance
The authors argue that the 2007–2009 financial crisis may have initiated and
amplified the occurrence of risk spillovers to commodities, but that a style effect
has replaced this crisis effect over time. The investment behavior of commodity
index traders who tend to sell stocks and commodities simultaneously or in quick
succession as a reaction to changes in their portfolio values characterize this style
effect.
Aboura, S., Q. Nga Nguyen, J. Chevallier, Z. Lyuyuan, and B. Zhu (2020), European
Journal of Operational Research
Their findings confirm the existence of financialization in commodity markets
particularly after the September 2008 break. The authors show how
financialization has weakened the diversification effect of commodities in a
mixed-asset portfolio.
Balcilar, M., S. Hammoudeh, and E.A. Toparli (2018), Energy Economics
The authors examine the volatility transmission mechanism across oil, financial
markets, and CDS sectors. They evaluate the risk transmission due to several recent
crisis shocks. The results indicate a complex transmission mechanism that spreads
over longer periods of time. Among these events, the Lehman Brothers bankruptcy
has particularly destabilizing effects on all oil-related sectors.
Basak, S., and A. Pavlova (2016) The Journal of Finance
The authors analyze how institutional investors entering commodity futures
markets affect commodity prices. Institutional investors evaluate their
performance relative to a commodity index. They find that all commodity futures
prices, volatilities, and correlations go up with financialization, but more so for
index futures than for non-index futures. They demonstrate how financial markets
transmit shocks not only to futures prices but also to commodity spot prices and
inventories.
Batten, J.A., H. Kinateder, P.G. Szilagyi, and N.F. Wagner (2019), Energy
Economics
The authors investigate the integration between major Asian stock markets and a
diversified energy portfolio that comprises oil, coal and gas. The relationship is
estimated in a time-varying asset pricing framework that identifies two major
regimes. The first regime represents periods of low energy-stock market
integration, where markets tend to be segmented. The second regime represents
periods of high integration, as characterized by limited diversification opportuni-
ties and increased levels of volatility. The two regimes differ in the way equity
markets price energy risk. The authors identify a significant positive energy related
equity risk premium during the high integration regime.
Baur, D.G., and T. Dimpfl (2018), Energy Economics
This paper presents an analysis of the relationship between returns and volatility
of commodities. They find that the convergence of the volatility asymmetry in
commodity markets towards that of equity markets is consistent with the
financialization of commodity markets and the increasing role of financial factors
relative to real demand and supply variables. With an equity-like asymmetric
volatility effect of commodities, the volatility of equities and commodities react
similarly to common shocks.
Ding, H., H-G. Kim, and S.Y. Park (2016), Energy Economics
The authors examine the interrelationship between Asian stock markets and crude
oil markets. The authors confirm that Granger type causality between both mar-
kets occurs only in the tails of the return distribution. Thus, the size of spillovers
depends on the underlying market conditions.
Kyrtsou, C., C. Mikropoulou, and A. Papana (2016), Energy Economics
The authors employ two unorthodox nonlinear statistical methods to investigate
the interdependency between the S&P 500 stock market index and the oil market.
The authors show that movements in the stock market can predict market
participants' expectations for crude oil. The authors confirm that the strength of
this interrelationship increases during periods of economic distress. The
documented contribution of the stock market fluctuations to the spikes in the oil
market revive the ongoing debate about the necessity of regulating speculators'
activity during occurrence of common shocks.
Wei, Y., J. Liu, X. Lai, and Y. Hu (2017), Energy Economics
Crude oil market volatility has an important influence on policymakers' decisions
and investors' financial strategies, whereas many macro-level determinants in turn
are found to have important effects on oil volatility. The authors investigate
economic policy uncertainty indices, especially the newly released GEPU indices,
and traditional indicators in forecasting oil volatility. They investigate which
determinant helps to make the most accurate daily volatility forecasts across three
different forecasting horizons. Their findings show that EPU indices are compre-
hensive determinants, which may reflect the effects of oil demand, supply, and
speculation on crude oil volatility.
Wang, X., and C. Wu (2018), Energy Economics
The authors examine the asymmetries in volatility spillovers between oil and
international stock markets. They show that negative volatility spillovers are more
prominent and conclude that uninformed traders and a pessimistic view are
dominant in financial markets after 2009. They show that the degree of asymmetry
in volatility spillovers is driven by economic and political events.
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