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Big Data in the workplace: Privacy Due
Diligence as a human rights-based
approach to employee privacy protection
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Abstract

Data-driven technologies have come to pervade almost every aspect of business life, extending to employee monitoring

and algorithmic management. How can employee privacy be protected in the age of datafication? This article surveys the

potential and shortcomings of a number of legal and technical solutions to show the advantages of human rights-based

approaches in addressing corporate responsibility to respect privacy and strengthen human agency. Based on this notion,

we develop a process-oriented model of Privacy Due Diligence to complement existing frameworks for safeguarding

employee privacy in an era of Big Data surveillance.
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Introduction

Data-driven technologies are increasingly gathering

and processing data across the full spectrum of contem-

porary society and human activity. This datafication

touches on most areas of life (Cukier and Mayer-

Schoenberger, 2013; Neff and Nafus, 2016). It is not

surprising, then, that Human Resource Management

has similarly begun to embrace datafication for its

core processes. Companies are increasingly attracted

by the promise offered by data analytics to monitor

the behaviour and performance of their employees in

the workplace, sometimes even extending to non-job-

related behaviour. ‘People Analytics’ vow to take

human resource management practices to a new level.

Often, there is also an underlying belief that technology

might make people management decisions more objec-

tive, efficient and less prone to serving individuals’

preferences (Finlay, 2014). As a result, the monitoring

of employees on a minute-by-minute basis increasingly

affects employees across a range of industries (Ajunwa,

2020; Ball, 2010; Mateescu and Nguyen, 2019; Prassl,

2018).
The object of monitoring/surveillance also extends

across employment grades and pay levels, from call

centre workers to senior managers, and increasingly

affects ‘thinking work’ (Phan et al., 2017). For

instance, banks in the City of London rely on

surveillance technology to see whether employees are
present or not (Morris et al., 2017). Some companies
even use more physically invasive methods of surveil-
lance, such as microchip implants that connect employ-
ees to the company network (Astor, 2017).

The global spread of COVID-19 in the spring of
2020 has dramatically accelerated the use of workplace
analytics, for at least two reasons: first, because many
of the technologies involved in datafying the workplace
are now being deployed and/or repurposed for public
health protection, such as monitoring workers’ social
distancing in factories and warehouses (Vincent, 2020).
Second, the dramatic growth of home working has sig-
nificantly increased demand for software solutions that
offer remote surveillance and management possibilities,
taking the datafication of work right into individual
homes (Collins, 2020; Frantziou, 2020).
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These dynamics raise major ethical questions,
including notably the broader shift from human to
algorithmic decision-making (Mittelstadt et al., 2016).
In addition to these ethical challenges, companies face
significant legal risks, as they struggle to map and mit-
igate the legal implications new technologies used for
workplace monitoring might have on their employment
relationships (Ajunwa et al., 2016). Yet, at the same
time, workplace monitoring is becoming the new
normal (Kellogg et al., 2020). Emerging scholarship
has demonstrated that workers are increasingly con-
fronted with a ‘black box’ at work, lacking transparen-
cy, accountability, or explanation about monitoring
practices (Ajunwa, 2020; Pasquale, 2015). A major con-
cern emerging from the current literature centres on the
protection of privacy (Bhave et al., 2019) and related
questions surrounding accountability structures, trans-
parency about information sharing, and potential dis-
crimination (Ajunwa et al., 2016; Boyd and Crawford,
2012).

Whilst expressed in a number of distinct ways across
different jurisdictions, the concept of privacy ultimately
protects the right to respect for private life, family life,
home and correspondence (for an influential illustra-
tion, see European Convention on Human Rights, Art.
8). Big Data analytics in human resource management
heavily impact employee privacy and can lead to pri-
vacy breaches, infringements and violations (Mateescu
and Nguyen, 2019). The right to privacy underpins,
and is closely connected to, other fundamental rights
at work and beyond, such as freedom of association
and speech (Grabenwarter, 2014). To respond to this
multi-layered challenge of managing employee privacy
at the workplace, we suggest solutions might be found
in both legal and ethical scholarship to address trans-
national challenges for the ‘data citizen’ (Guild, 2019).
A multi-disciplinary and global approach is needed to
address privacy protection in a world where workplace
monitoring is quickly becoming the new normal
(Kellogg et al., 2020).

The privacy implications of this significant increase
in the uptake of workplace monitoring technologies, as
well as its managerial and legal implications, have so
far been relatively underexplored in a solution-oriented
analysis which looks beyond a particular regulatory
regime or jurisdiction (Collins, 2020; Frantziou,
2020). In this article, we address this gap by conducting
a critical inquiry into privacy issues in workplace mon-
itoring, as well as exploring why a human rights-based
due diligence approach is suitable to protect employee
privacy. This approach serves as a complementary,
holistic framework to existing legal and technical
approaches, including data protection and Privacy by
Design (PbD). We propose a Privacy Due Diligence
approach that allows companies to develop a

systematic mechanism to handle privacy issues in the

workplace as an on-going practice, tailored to individ-

ual business models and workplace settings. The pro-

posed Privacy Due Diligence model goes beyond a

purely legal or technological solution: our model

offers a dynamic managerial process to address privacy

issues at the data-driven workplace as they arise, and

empowers workers’ data autonomy. By taking a multi-

disciplinary stance anchored in strong stakeholder

engagement mechanisms, our model furthermore

ensures that the perspectives and needs of all affected

groups are included in dialogue at the managerial level.
To this end, we argue that a set of mechanisms from

the ‘Business & Human Rights’ (B&HR) literature can

address corporate responsibility to respect privacy at
the workplace (Ruggie, 2007, 2013; Wettstein, 2015,

2016). Human rights due diligence is widely discussed

in the B&HR scholarship and offers a rightsholder-

centric approach for corporate management (Ebert

et al., 2020; OHCHR B-Tech, 2021). A B&HR perspec-

tive is enhanced by ethical demands in addition to legal

compliance. Its benefit lies in multi-disciplinary, pro-

cess-oriented managerial tools and implementation

strategies based on clearly defined human rights

norms, namely the UN Guiding Principles on

Business & Human Rights (UNGPs; United Nations

Human Rights Council, 2011). Rather than offering

static solutions, such as design options, one-off risk

assessments, or ex post facto litigation once rights vio-

lations have occurred, the Privacy Due Diligence

approach is conceptualized as an on-going, systematic

process that corresponds to the fast pace of technolog-

ical progress. Policy makers increasingly refer to the

UNGPs for governing technology as a normative con-

sensus on the corporate responsibility to respect human

rights (Council of Europe 2020).
Our discussion is structured as follows. A first sec-

tion provides illustrations of workplace surveillance

and algorithmic management techniques, highlighting

employee privacy issues along the data life cycle, from

collection to erasure. We then survey existing frame-

works for employee protection, from legal to design-

based approaches, highlighting their strengths and

identifying a number of weaknesses. It is on the basis

of that discussion that we then turn to the B&HR

approach as a way of providing a structured process

to map risks, identify privacy gaps and anchor privacy

due diligence in corporate practice.

Employee privacy issues along the life

cycle of data

Algorithmic management has come to augment, or

even replace, the full gambit of traditional employer
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functions (Trade Union Congress, 2018): whilst hiring
is perhaps the most visible use of algorithmic manage-
ment to date, the use of Big Data HR extends to scor-
ing workers’ productivity (Heaven, 2020), tracking
day-to-day work behaviour and even terminating
employment relationships by firing workers with low
‘rates’ as determined algorithmically (Steele, 2020).
Whilst present space limitations prohibit a detailed
descriptive account of these technologies (Neff et al.,
2020), suffice is to say that the rapid growth and expan-
sion of algorithmic surveillance and management at
work is bringing about a significant shift in work
organization.

It is not difficult to imagine the ensuing risks of
privacy infringement. A large range of industries aim
to monitor and, to a certain extent, predict individual
future behaviour using data analytics, e.g., to deter-
mine the employees’ mood and willingness to exert a
task (Eubanks, 2018; Waddell, 2016). Some companies,
for example, use neural networks to connect and ana-
lyse large data sets (Cheekoty, 2019). These techniques
can convey profound insights about individual prefer-
ences and behaviour, but are often criticized as not
being fully retraceable (Monahan, 2016; Pasquale,
2015). Employee privacy is at stake throughout the
entire life cycle of data (European Parliament
Position, 2014: Recitals 71a, 71b, Art. 23 para. 1,
Art. 33 para. 3), which can be broken up in four
phases with regard to privacy concerns resulting from
data processing (Tamò-Larrieux, 2018):

1. During data collection, employees might experience
surveillance, a lack of transparency and awareness
about data collection taking place, potentially being
the object of significant power imbalances
(Felzmann et al., 2019). Employees’ freedom and
autonomy to exercise adequate control over their
privacy with respect to data collection might be lim-
ited or lacking.

2. Employees might not be informed about data anal-
ysis due to knowledge asymmetry. An analysis might
contain errors, result in misrepresentation/bias of
individual employees or groups of employees
(Hong, 2016) and dehumanize human interaction.

3. Data use as the basis of decision-making may lead to
discrimination of a group of employees or individual
employees or a lack of autonomy about the imple-
mentation or use of data.

4. During data erasure, a company might disregard the
importance of ‘forgetting’ employee data and might
lack autonomy, transparency and accountability
when dealing with the erasure of employee data.

Misconduct with regard to the use of data can result
in a so-called ‘function creep’, meaning that the data

collected is used for other purposes than previously
communicated (Christl, 2017). Furthermore, data
information might be an issue, as often employees
find themselves in a weak position to demand transpar-
ency or insight into certain analytics practices that use
their personal data.

The inherent conflict between datafication and
privacy

The more data is collected about individual employees,
the more valuable it gets for predictions based on these
techniques. Whilst datafication technologies, such as
AI, build on large amounts of data for increased accu-
racy of results, many privacy provisions would call for
alignment with the data minimization principle (e.g.
taken up in GDPR Art. 5) that stands fundamentally
at odds with Big Data techniques. This is a tightrope
walk for any organization: Whereas compliance or cor-
porate governance departments might call for privacy
as a high priority, business intelligence and HR man-
agement might be highly interested in collecting and
processing as much data as possible (Koops and
Leenes, 2014).

Existing frameworks for the protection of

employee privacy at the workplace

In the following, we explore selected current frame-
works for the protection of employee privacy in the
workplace, highlighting the potential of both legal
and technological solutions in resolving the inherent
conflict of interest between Datafication and Privacy.
We also identify a number of potential shortcomings in
both legal and technical solutions, as set against the
background of broader socio-technical notions of pri-
vacy and workplace monitoring.

Legal protection of employee privacy at the
workplace

The applicable law to an employment contract and to
an individual employee always relates to a specific
jurisdiction. Whilst companies may be held account-
able for privacy infringements in the workplace based
on national labour or data protection laws, records of
personal data seem to float freely across jurisdictions.
Companies perceive increased pressure to deal with pri-
vacy issues at the international level, partly due to new
legislation in Europe, the US (California Consumer
Privacy Act (CCPA), 2018) or also Brazil (CCPA,
2018; Singer, 2019; Thomas, 2019). Therefore, data-
driven workplace monitoring is a phenomenon affect-
ing data sharing practices beyond a nation’s border.
Multinational companies operating in several
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jurisdictions with multiple privacy standards will strive

to find a solution that protects privacy across geogra-

phies (Bhave et al., 2019; Guild, 2019).
A growing body of scholarship is exploring the role

of privacy and data protection in the context of work,

with a particular emphasis on European regulatory

regimes (Brassart Olsen, 2020; Otto, 2019; Simitis,

1999). Given the EU’s early regulatory invention,

there is clear potential that the so-called ‘Brussels

Effect’ (Bradford, 2020) will lead to spill-overs of sim-
ilar legislation in jurisdictions beyond European bor-

ders. A number of distinct yet overlapping and closely

intertwined legal regimes in Europe aim to protect

aspects of employee privacy, including the European

Convention on Human Rights (1953), the European

Union Data Protection Regulation (GDPR, 2016),

the EU Charter of Fundamental Rights (2012) and
national employment law regimes. One aspect of priva-

cy, the respect for private life is required by the

European Convention on Human Rights of the

Council of Europe (1953) as well as national legisla-

tion: The respect for private life also extends to privacy

in the workplace, as recognized by the European Court
of Human Rights in Niemitz v. Germany (1992;

Grabenwarter, 2014). Moreover, data protection law

in the form of the GDPR addresses privacy issues

resulting from datafication in the workplace (see also

EU Directive (EU) 2019/1152; see further Otto, 2019).

The GDPR is directly applicable to private actors

within the EU member states and even has some extra-
territorial effects (GDPR). Information about the

workforce can only be ‘collected for specified, explicit

and legitimate purposes’ (GDPR, Art. 5(1)(b)); there

are further safeguards in place for sensitive data,

including ‘racial or ethnic origin, political opinions,

religious or philosophical beliefs, or trade union mem-

bership’ (GDPR, Art. 9(1)).
Perhaps the strongest safeguard can be found in

GDPR Article 22(1), which grants workers the ‘right

not to be subject to a decision based solely on auto-

mated processing . . . which produces legal effects con-

cerning [them] or similarly significantly affects [them].’
As the WP29 Guidelines EU General Data Protection

Regulation (GDPR) Regulation (EU) (2016) make

clear, this provision is to be interpreted widely: it will

not be sufficient, for example, merely to ‘fabricat[e]

human involvement’. In an employment context, it

would appear that the deployment of automated sched-

uling software and other management tools falls within
the Article 22 prohibition, as they will frequently

involve ‘decisions that deny someone an employment

opportunity or put them at a serious disadvantage’

(WP29, WP 251rev.01: 22). That said, Article 22 also

provides for a number of exceptions.

Other scholars have also elucidated a ‘Strasbourg
Effect’ similar to the ‘Brussels Effect’ by the GDPR
(Bygrave, 2020), tending from the regional level
(Council of Europe Recommendation No. R (89) 2
and Rec (2015)5; WP29, 2001, 2002, 2017) to the inter-
national level. The right to privacy in the workplace
has also been recognized in concrete terms at a univer-
sal level (International Labour Organization, 1997)
efforts to extend the responsibility for respecting
human rights by obliging private companies to ensure
compliance with international human rights norms are
increasingly becoming visible at the international level
(K€alin and Künzli, 2019). One reason for this is that
private companies, including tech industry companies,
have gained powerful agenda-setting power ever more
resembling a state actor: private companies using data-
fication at the workplace have a strong stake in deter-
mining the ways in which an individual’s life is
transposed into quantifiable data (Keats et al., 2014)
– and they need to do so responsibly to not violate
employees’ human rights in the workplace context.
Overall, however, no legal regime to date has
laid down comprehensive protective standards
internationally.

The promises and pitfalls of design-based
approaches to uphold privacy at the workplace

A number of solutions based on tech-design have also
been proposed to complement existing legal frame-
works for the deployment of people analytics software
– though they are not necessarily able to provide a
complete solution to the concerns we have identified.
One such tech-based approach to provide better priva-
cy protection across borders by embedding design spec-
ifications of information technologies, accountable
business practices and networked infrastructures is
PbD (Cavoukian, 2012; Koops and Leenes, 2014;
Rubinstein, 2012). PbD has the potential to protect
personal data and prevent legal proceedings. It departs
from a decentralized set-up of safeguards against pri-
vacy issues, potentially suitable for privacy protection
of transnational people management practices (Koops
and Leenes, 2014).

The expectations for PbD from scholars from differ-
ent continents and disciplines are high: PbD is
described as a pragmatic compliance enabler to guar-
antee important elements of procedural regularity
(Kroll et al., 2017; McQuay and Cavoukian, 2010).
Some scholars claim that it will be difficult if not
impossible to achieve meaningful privacy protection
in the 21st century without PbD (Dix, 2010). Indeed,
design-based approaches are popular even beyond the
tech industry and have increasingly found their way
into legal frameworks. According to the GDPR, data
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protection by design is an ‘appropriate measure’ to
comply with data protection law (GDPR, Art. 25
para. 1). The European Court of Human Rights
(ECHR) has been relatively early in embracing ideas
similar to those of PbD, such as in I v. Finland (2008).

Yet, the claim that design-based solutions within the
current legal structures alone can provide sufficient pri-
vacy protection has been contested in the light of on-
going technological progress (Koops and Leenes, 2014;
Rubinstein and Good, 2013; Spiekermann, 2012).
There are three overarching reasons why existing
legal frameworks and/or tech-design approaches can
offer only limited protection to prevent an infringement
of privacy in the context of workplace monitoring.

Missing contextuality for proportionality & consent. At pre-
sent, it is not conceivable that a specific design can
respond to legal situations where all circumstances or
the context, respectively, need to be taken into account.
Such context is important where the proportionality of
a privacy-intrusive measure or the voluntariness of
consent is at stake.

The principle of proportionality is well established in
the jurisprudence of the ECHR, in national and
European Union law. The fair balance test between
the interests of the employer and the employee with
the consideration of all circumstances has been a cen-
tral element in three key cases regarding privacy at the
workplace at the ECHR: K€opke vs. Germany (2010)
focussed on video surveillance of a supermarket cashier
suspected of theft. The ECHR found there was nothing
to indicate domestic authorities had failed to strike a
fair balance between the applicant’s right to respect for
her private life and both her employer’s interest in the
protection of its property rights. In B�arbulescu vs.
Romania (2017), the Grand Chamber of the ECHR
found that the monitoring of an employee’s email
account resulted in the violation of his right to respect
for private life and correspondence. In L�opez Ribalda
and others vs. Spain 1874/13 and 8567/13 (2018) dis-
cussed covert video surveillance of supermarket cash-
iers and sales assistants by employers. Reviewing
earlier events during the employment relationship, the
employment courts decided the interference with the
applicants’ privacy as proportionate. Over time, a dif-
ferent weight may be given to the competing interests
concerned, having regard to the extent to which intru-
sions into private life of workers are made possible by
new, more sophisticated technologies (see K€opke vs.
Germany, 2010). However, a design-based approach
tries to tackle data protection problems ex ante.
Algorithms do not work with all circumstances that
would have to be taken into account in order to
judge the legality of a measure. As limited computa-
tional programmes which are restricted to perceive and

process predetermined data, algorithms cannot per-
ceive the environment the way humans can – no
matter how sophisticated the tech-design. For these
reasons, design-based approach cannot adequately
incorporate the principle of proportionality and
cannot ex ante balance the interests for the moment
in time of decision-making (Keats Citron and
Pasquale, 2014).

In addition to proportionality, consent is a factor of
major concern in the workplace setting. Consent should
be prior, informed and free and hence requires very
specific information about the context of the collection
and use of data. Free consent can be in doubt, and
thus, invalid, in situations of subordination, where
there is a significant economic or other imbalance
between the controller securing consent and the data
subject providing consent (European Union Agency for
Fundamental Rights, 2018: 397). As the recitals to the
GDPR make clear, consent should not provide a valid
legal ground for the processing of personal data in sit-
uations of imbalance between the data subject and the
controller (GDPR, Recital 43), e.g., between the
employer and her employees, consent does not justify
the processing of personal data, unless in exceptional
situations (WP29 Opinion, 4). The circumstances under
which consent is given should therefore be carefully
considered when assessing the validity of consent in
the employment context (European Union Agency for
Fundamental Rights, 2018: 332). Therefore, employees
need to have a real choice between giving consent or
not. A PbD approach will likely not be able to integrate
all factual details and circumstances relevant to judge
the legality of a given consent. With regard to the scope
of monitoring practices, it is important to ensure that
workplace monitoring needs to be limited to its ‘appro-
priate context – actual workplaces and actual work
tasks’ empowered by a boundary that could not be
breached through ‘notice-and-consent mechanisms’,
as Ajunwa et al. (2017: 774f) have argued.

Blurry legal terminology translated in code. A second obsta-
cle for design-based approaches is the lack of consensus
about the meaning of legal terms. It is difficult for a
computer programmer to translate legal concepts into
code if the respective legal rule builds on vague legal
terms. The concept of PbD consists of not one, but two
unclear terms: privacy and design. Some legal scholars,
for example, now try to define privacy in a way that is
more susceptible for computer scientists: one proposal
includes a design strategy which defines the conceptu-
alization of privacy to a narrower, more accurate and
attainable concept of obscurity (Hartzog and
Stutzman, 2013). Along with this, for example, there
is no widely accepted definition of privacy-enhancing
technologies (Kroener and Wright, 2014). Also, the

Ebert et al. 5



notion of PbD is criticized as vague, amorphous and

recursive (Bygrave, 2017; Rubinstein, 2011). Norms

that are too abstract will not be effective (Martini,

2018). The blurred terms make it difficult to analyse

the precise effects of PbD and which law might be

applicable.

Technological progress outpacing design-based privacy protec-

tion measures. The current state of technological devel-

opment can overhaul the possibilities of PbD over time.

On the one hand, the technology meant to protect pri-

vacy today is developing more slowly than newly

invented privacy-invading technology (Montjoye

et al., 2013). As a result, gaps in protection are omni-

present. However, the lack of technological advance-

ment might only be a temporary problem. On the other

hand, the technology of today might not protect

against privacy issues caused by the technology of

tomorrow, such as the risk of anonymization not

being effective due to potential re-identification in Big

Data environments (Rocher et al., 2019): So, there is a

leapfrog gap between privacy-invading technologies

and privacy-protecting technologies.
In sum, just as we saw the promises of particular

legal solutions, PbD is an appealing and widely accept-

ed strategy of the digital age to protect employee data.

However, we have identified why PbD offers only lim-

ited privacy protection at the workplace. We must

therefore search for an additional protective approach

which will be complementary to, rather than exclusive

of, existing approaches.

A broader privacy approach is necessary. We have shown

that PbD with its tech-based solutions is no panacea

because there is no simple fix for complex privacy chal-

lenges (Dix, 2010; Hartzog, 2018). Whilst companies

have an interest in ensuring the employee productivity

and preventing misconduct in the workplace, the meas-

ures to uphold that interest do not justify extensively

invasive practices for quantifying the social modes of

interaction and connected performance goals (Ajunwa

et al., 2017). Also, data-driven models that quantify

human behaviour are not immune to errors or false

conclusions about human interaction (Nagy and Neff,

2016) and are often embedding developers’ social

assumptions and underlying societal beliefs (Ustek-

Spilda et al., 2019). That is why potential cumulative

risks through ‘toxic combinations’ for privacy stem-

ming from different business purposes need to be

detected and mitigated with an actual human assess-

ment. For example, data for health prevention (i.e.

Covid-19) might be combined with data for perfor-

mance monitoring, and create profound insights into

an employee’s private life.

An organization has to consider the socio-technical
notion of datafication to grasp how and when employ-

ees are subject to monitoring technology and how they
react to this (Neff et al., 2020).

Organizational measures need to be systemically

integrated and follow an on-going, consistent evalua-
tion of potential privacy risks for the entire data life
cycle. The key drivers behind the concept of PbD
include ‘accompanying’ organizational measures for

accountable business practices but only to a bare min-
imum. Faced with the scale and intrusive nature of Big
Data techniques, these accompanying measures appear
insufficient. Privacy-related decision-making cannot

happen in an executive management or legal compli-
ance silo. A broader privacy approach is necessary that
can also encompass ethical expectations towards the
fair treatment of employees by the management decid-
ing about workplace monitoring measures.

Representatives from all affected stakeholder groups
need to be strategically involved.

The holistic model to uphold privacy at

the workplace offered by business &

human rights

Understanding how an organization can deploy tech-
nology without violating privacy demands knowing
how organizational stakeholders make sense of the

technology in use and how much agency they have
(Nagy and Neff, 2015; Wagner, 2019). A major asset
of a human rights-based approach is that the right-
sholder serves as the focal point of attention and is

not neglected in a ‘passive’ role as data subject. At
the same time, however, it is important to recognize
the potential pitfalls of a fundamental rights approach
to workplace protection – including in particular the
charge of its atomistic nature, reducing worker solidar-

ity, and thus potentially exacerbating the very inequal-
ity of bargaining power which triggers the need for
protection in the first place (Youngdahl, 2009). One
way of addressing that challenge is to ensure that col-

lective as well as individual employee voices are
brought back into the conversation through on-going
stakeholder engagement, which can include trade
unions, works councils, or other worker representation
bodies.

The rights-based approach of B&HR calls for the
prevention, mitigation and remediation of negative

impacts on human rights through all business opera-
tions and is applicable to the workplace and towards
companies’ own employees. It has the following three
overarching benefits to protect privacy at the work-

place (Alston, 2005; Ruggie, 2007, 2013; Wettstein,
2015, 2016): Firstly, it refers to a universally defined
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frame of reference with the Universal Declaration of
Human Rights and the UNGPs (2011). Secondly, it
proposes concrete managerial proposals and processes
through human rights due diligence that can connect to
existing risk assessment processes within the business to
achieve human rights respecting business conduct.
Thirdly, the notion of B&HR restates the state duty
to protect human rights, also in technology (OHCHR
B-Tech, 2021), whilst perceiving the state in a non-
static manner, and emphasizing the responsibility of
business to respect human rights, such as privacy at
the workplace and provide ‘human agency’ to all
affected stakeholder groups by stakeholder engagement
(Wagner, 2019).

In the line with UNGPs, all businesses have the cor-
porate responsibility to respect human rights across
their business activities. This notion of corporate
responsibility under B&HR is distinct from the concep-
tualization of corporate responsibility in the academic
discourse on ‘Corporate Social Responsibility’ (CSR)
or ‘AI Ethics’: CSR and AI Ethics have no common
reference framework and definitions vary from compa-
ny to company, ranging from voluntary efforts to
industry self-regulation (Smuha, 2020). The conse-
quence is that both CSR and AI Ethics have been cri-
tiqued as volatile for hiding unpleasant facts
(‘whitewashing’), rather than addressing root causes
or mitigating actual risks (Wagner, 2018). At the
same time, the B&HR approach does not neglect eth-
ical considerations but rather ties them to the UNGPs
as the baseline to depart from: During the process of
due diligence, considerations from the various
approaches within the AI Ethics discourse can be inte-
grated (Smuha, 2020).

Due diligence in line with B&HR is not solely a legal
or technical process but also a multi-disciplinary man-
agerial stance to uphold ethical values by respecting
human rights across company operations and integrat-
ing rightsholders’ voices (McCorquodale et al., 2017;
OHCHR B-Tech, 2021). It can give back agency to
humans rather than making them a ‘basic rubber-
stamping mechanism in an otherwise completely auto-
mated decision-making system’ (Wagner, 2019).
Following the B&HR rationale, companies should
carry out due diligence regarding the impact of their
business on human rights, including the privacy of
employees. Private employers should therefore respect
the privacy, along with connected human rights, of
their employees. The right to privacy remains closely
inter-connected with other fundamental rights and
cannot be discussed in isolation from other human
rights at the workplace. The protection of personal
data is a specific aspect of the right to respect for pri-
vate life (Grabenwarter, 2014). The essential aim of the
Privacy Due Diligence process is, in line with

arguments made by Ajunwa et al. (2017: 775), to
emphasize the right to privacy of the employee in the
light of the employer and allow for employee autono-
my over their data and provide for greater data auton-
omy. Additionally, a solid understanding of the
technological state-of-the-art and its analytical capaci-
ty is necessary to grasp the dangers of workplace mon-
itoring (Ball, 2010). Based on the requirements of the
UNGPs, companies need to formulate policies on pri-
vacy at the workplace and implement them using a due
diligence process (UNGPs, 2011: Number 15). Human
rights due diligence is to be integrated as an on-going
process, aiming at on continuous improvement. The
focus lies on the rightsholder(s) and is naturally
context-dependent, given the space it creates for stake-
holder engagement and representation of voices from
most impacted. This means that every business has the
responsibility to protect its employees from privacy
infringements across its operations.

The devil is in the detail. There is no ‘one size fits all’
for human rights due diligence. This means that a due
diligence model focussing on privacy needs to be imple-
mented as part of a wider conceptual human rights
understanding at the company level. For the context
of workplace monitoring, it is important to emphasize
that an intrusion into the private sphere of an individ-
ual lays bare the very data that people analytics might
use, in particular in data-driven organizations. Hence,
upholding privacy can be seen as one of the gateways
for human rights protection in the data economy. A
violation of privacy can impact other human rights.
For instance, workers can be prevented from carrying
out a strike or other form of collective form of resis-
tance (right to freedom of association) as they were
monitored even whilst still mobilizing for a certain
political-social cause (Peterson, 2020). Hence, uphold-
ing privacy can be crucial to protect against cascading
infringements of inter-connected human rights. For
instance, companies need to be aware of their respon-
sibility to protect employees from risks of negative
repercussions of privacy invasions on their mental
health (Hillmann, 2015).

Introducing privacy due diligence

In the following, we describe how a company can enact
privacy protection at the workplace, following a due
diligence approach. Our Privacy Due Diligence concept
is based on the requirements for human rights due dil-
igence in the UNGPs and combines insights from liter-
ature regarding privacy and analytics of human
behaviour (Ajunwa et al., 2017; Boyd and Crawford,
2012; Keats Citron and Pasquale, 2014; Prassl 2019).
We adapt the concept of human rights due diligence
and specify the necessary requirements to uphold the
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protection of privacy at the workplace. This approach
goes beyond a design-based approach and pays refer-
ence to core principles of data protection law and
employment law. In order to achieve this, it is impor-
tant to note that there is a need to tailor a company’s
Privacy Due Diligence process to its individual business
model. The UNGPs do not offer a template for human
rights due diligence as such, and the concept has been
operationalized in different ways. Throughout all due
diligence steps, the focus rests on the rightsholder and
risks of infringing its rights, and to mitigate and reme-
diate potential harms (OHCHR B-Tech, 2021).

The Privacy Due Diligence model we suggest follows
a four-step logic: (1) Mapping the ‘privacy footprint’,
(2) Privacy gap analysis, (3) Prioritizing measures,
impact mitigation and management and (4) anchoring
of privacy protection at the workplace. This model
incorporates key elements of the GDPR, yet at the
same time proposes a dynamic way for management
to deal with privacy issues at the workplace in an on-
going manner and with strengthened engagement of
external stakeholders. This dynamic character is essen-
tial to respond to the fast speed of technological prog-
ress: ‘no one can predict with certainty all of the
ubiquitous-computing innovations that the coming
years will bring and realizing their full potential will
not be easy’ (Cascio and Montealegre, 2016: 354).

Mapping the ‘privacy footprint’. The first step is to map the
scope of privacy concerns. A solid understanding of the
technological state-of-the-art and its potential from a
technical side is necessary to grasp the privacy foot-
print. To analyse adverse impacts, it is important to
engage with a wide variety of different audiences to
understand all privacy implications of a company’s
workforce monitoring practices. Before processing
data in the workplace context, it is vital to ask what
the purpose is (purpose specification) and consider data
minimization practices. Asking the purpose question
should tease out a lot of privacy concerns from the
outset (cf. also considerations in step 3).

It is questionable whether an employer should col-
lect vast amounts of data in the first place. Yet, if an
employer decides to do so, due diligence should focus
not only on data minimization, but also on data qual-
ity. To this end, we can apply the Life Cycle of Data
framework, as previously discussed, to employee priva-
cy at the workplace (European Parliament, 2014:
Recitals 71a and 71b, Art. 23 para, 1, Art. 33 para.
3). Affected stakeholders – all stakeholders impacted
in their privacy by workplace monitoring technology
– might not be just a company’s own employees, but
also rightsholders negatively influenced through priva-
cy infringements of employees, such as their partners or
children. Further, the role of volunteers or agency-

workers needs to be taken into account. Where can
contract-workers seek remedy or voice concerns?
Privacy at the workplace needs to take core principles
of data protection law into account, such as: purpose,
specification and limitation; prior informed consent;
data minimization; and use limitation.

Yet the model of Privacy Due Diligence goes beyond
a solid interpretation and application of data protec-
tion law: Its checks and balances are oriented towards
ensuring the requirements of the UNGPs beyond com-
pliance and as an on-going process. Even if an action
would, strictly legally speaking, still be tolerable under
national law or international standards, stakeholder
engagement might suggest a different result. If, for
example, the workforce opposes a particular workplace
analytics measure very strongly, a company should
strive for a reversal or compromise solution instead
of pushing through against the will of its staff.
Strategic stakeholder engagement forms the basis of
B&HR due diligence and differs from mere consulta-
tive approaches as it builds onto a rightsholder per-
spective. In light of technological advancement,
certain affected stakeholder groups might not be able
to grasp and foresee scathing privacy infringing
impacts. Stakeholders might lack the insight or infor-
mation about technological analytical capabilities on
what is being measured and which conclusion could
be drawn (function creep). Privacy Due Diligence
responds to the bargaining power imbalance problem
between the employee and employer as it potentially
goes beyond the employment contract terms that par-
ties consented to. The goal of the mapping is to foster
the privacy-guided mindset of those responsible for
developing and running data processing systems
rather than demand compliance by techno-regulation
(Koops and Leenes, 2014).

Companies need to grasp where their operations
affect employees’ privacy most. Key questions include:
Which groups are affected by privacy issues and in
what ways? Who might be particularly vulnerable?
The privacy impact assessment as part of the Privacy
Due Diligence should include a hybrid model that con-
sists of both the engagement with internal stakeholders,
as well as the strategic involvement of additional exter-
nal stakeholders.

Whilst, for example, the GDPR proposes a data
protection impact assessment (DPIA) to assess how
personally identifiable information is collected, used,
shared and maintained within an organization
(Hartzog, 2018), it neither expressly stipulates an obli-
gation to take the expressed opinions into account, nor
includes potentially affected stakeholders, besides data
protection officers, the employees and the supervisory
authority (GDPR, Art. 35 para. 2, GDPR, Art. 35
para. 9). GDPR DPIAs can be integrated into
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Privacy Due Diligence if amended by strategic engage-
ment with potentially affected stakeholders. A solely
internal process is at risk of being biased to the com-
panies’ interests, whereas a process purely targeted as a
reporting exercise to a supervisory authority misses the
point of the on-going character of due diligence. Hence,
the Privacy Due Diligence approach builds on both
external and internal stakeholder involvement.

2. Privacy gap analysis: Identifying existing processes and

potential disparities. In this second step, the business
sets up an inventory of privacy-protective measures in
place in the company to determine where gaps exist
with regard to privacy protection at the workplace in
data-based management processes. As stressed previ-
ously, workplace monitoring needs to be limited to its
appropriate context, the actual workplace and the
actual work tasks and this prerequisite should not be
able to be waived away with notice-and-consent mech-
anisms (Ajunwa et al., 2017:774f). In this step, some
companies might discover design-based solutions to
address emerging privacy issues. Yet, as sketched
above, tech-solutions only protect against privacy
infringements to a certain extent. From a B&HR per-
spective, a company enters a grey area of responsibility.
Again here, the engagement with rightsholders is key,
requiring proactive, strategic human interaction rather
than solely tech-based analysis of a situation (see step
1). The protection of data and privacy is thus not lim-
ited to ensuring legal standards, but must also address
ethical issues. A gap analysis therefore consists of at
least two steps:

a. Are all necessary legal requirements met? This
includes taking into account the context, proportion-
ality, consent plus establishing clarity of the meaning
of legal terms and the technological state of the art of
protective measures.

b. Are those ethical challenges with regard to privacy
also addressed (legal grey areas) which might lead
managers or employees into a socio-technical
dilemma?

This gap analysis goes beyond the legal framework
and addresses issues arising from regulatory gaps or
different legal notions across jurisdictions for a sound
company policy on privacy across jurisdictions. There
are well-established gap analyses that focus exclusively
on the legal dimension and deal with elementary issues
such as lawful basis and transparency, or data security.
Such gap analyses can easily be integrated into a
Privacy Due Diligence approach. However, the system-
atic handling of such regulatory gaps is more challeng-
ing. The gaps identified are highly dependent on the
respective business activity, sector, or employee groups.

Providing transparency about analytics models needs
to take the technological capacity into account
(descriptive, predictive or prescriptive analytics).
Further, the privacy gap analysis needs to consider
the model’s business purpose: For instance, which
sample of input data and classification results are
selected? Are there exogenous variables that could pro-
duce bias when calculating probabilities? Could this
result in harm, for instance, for people of colour that
will not receive a promotion or might be dismissed due
to systemic bias in the data model (Buolamwini and
Gebru, 2018)? A managerial decision needs to be
taken regarding how to establish transparency and
avoid privacy intrusions that can, among other issues,
lead to discrimination and adversely impact other
human rights. Stakeholder engagement from a due dil-
igence perspective would require that employees are
informed about data analytics in a reasonable and pro-
portionate manner to the extent of the analytics meas-
ures and have a say about how such systems are
implemented (Wagner, 2019).

Privacy Due Diligence can identify and address aris-
ing privacy gaps better than a purely legal or technical
assessment. For example, ‘Hubstaff’ offers software
recording employees’ keyboard strokes, mouse move-
ments and visited websites or ‘Time Doctor’ takes
videos of employees’ screens and/pictures through a
webcam each 10minutes to check that employees are
at their computer (Heaven, 2020). Many decisions here
remain subject to the decision-making inside compa-
nies, but should be subject to wider stakeholder
engagement practices. Such decisions need to be
made in line with human rights requirements, e.g., it
is hardly justifiable inferring political opinions, sexual
orientation or information about an individual’s health
by analysing clicking and browsing patterns at the
workplace.

Often, rightsholders might not be fully able to antic-
ipate future privacy risks: Particularly in dealing with
novel technology, the potential consequences cannot be
fully estimated today. It is important to ensure ethical
acceptability by considering normative issues emerging
from the use of workplace analytics. A legally and eth-
ically demanding gap analysis therefore cannot process
an existing catalogue of standardized, formulated
items, but requires a deeper reflection based on ethical
key questions around the interpretation of what con-
stitutes the right to privacy.

Prioritizing measures, impact mitigation and management.

Privacy dilemmas result from a complex interplay of
interests and hence do require human judgement and
weighing of interests. This allows for coping with sit-
uations where design-based approaches fail to deliver
proper privacy protection. Room for human judgment
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is required where the proportionality of an employment
relationship needs to be assessed.

The most severe impacts from a rightsholder per-
spective (salient privacy issues) need to be addressed
and acted upon first. Companies need to identify
what next steps to take in order to mitigate risks
ranked by salience of the privacy risks. For impact mit-
igation and management, a company needs to outline
how the gaps identified in step 2 can be closed for
salient privacy issues. For example, Deloitte and
Bank of America workers allegedly had to wear
badges that recorded everything the workers saw and
heard, by analysing the speech of the person wearing
the device, its volume and pitch, length of time span
spent in a place, and mapping the daily paths enabled
by beacons through the office space (Steele, 2020).
Whilst all this might sound promising for delivering
insights to the people management department, such
invasive methods are often barely justified and might
not be connected to the actual output that they are
supposed to measure (purpose limitation). Asking the
purpose question ‘I would like to analyse my employ-
ees’ productivity, so I need this data’ should prompt
the answer ‘Why? On what basis? Why do you need to
know about this, isn’t that a breach of their privacy?’.
For some technologies, the purpose seems clear at first
sight but with a closer look embodies salient privacy
gaps: For example, smart jackets for first responders
can be equipped with modules that monitor the heart
rate, temperature, motion and geo location (Steele,
2020). Some modules, such as body cams are active
beyond the emergency moment and allow to track the
completion of tasks and monitor workflow. Due
Diligence might show that this is not an appropriate
use of data-driven monitoring when balancing the
necessity for monitoring work performance when jux-
taposed with the privacy intrusion.

In contrast, a geolocation tracking system that
tracks a van delivering parcels to send notifications to
customers when a parcel arrives seems less controver-
sial at first sight. It can become controversial, however,
if the van movement measuring can be used to instruct,
e.g. when an employee is allowed to take toilet or lunch
breaks (Schafheitle et al., 2020). Adding to this, in a
workplace setting, privacy protection stands in tension
with the power relationship between employer and
employee, and the potential drawbacks of a consent-
based approach, as discussed earlier – employees
should not be forced to waive away their privacy
rights in exchange for work (Ajunwa et al., 2017).

Anchoring Privacy Due Diligence in business practice –

Reporting, evaluating, learning. To anchor Privacy Due
Diligence into business practice, management needs
to find a way to make the continuous reporting,

evaluation and learning about the privacy impacts of
its business matter within the company. For example,
are there dedicated mechanisms for accountability and
oversight for workplace monitoring in consultation
with affected stakeholders? Diverse membership and
composition in accountability governance structures
with a clear, transparent process is key – with an
emphasis on taking the view of potentially marginal-
ized voices into account. Key elements could entail
measures such as a policy commitment at the highest
level, setting out a company’s privacy standards,
awareness raising measures about data processing
practices, or grievance mechanisms for employees and
workers to speak out against intrusive measures. The
UNGPs suggest operational grievance mechanisms to
be accessible directly to stakeholders who may be
adversely impacted. Anchoring Privacy Due Diligence
in business practice should involve the integration of
preventive and remedial mechanisms to act against
adverse privacy impacts. The remedial rights to data
subjects required by the GDPR can deliver comple-
mentarity (see GDPR, Arts. 15, 16, 17, 18, 20). A feed-
back loop should ensure learning from past mistakes
and improve privacy conduct: The management needs
to continuously evaluate accountability mechanisms,
based on robust stakeholder engagement, rather than
doing a static one-time assessment. The individuals
conducting the review need to be empowered to
change the data models and particular algorithmic
decisions, and indeed do so on a regular basis, if
needed. Through such structural measures, the man-
agement takes ownership of arising privacy dilemma,
rather than ‘outsourcing’ it to the data protection offi-
cers. Such management ownership to deal with privacy
issues pays justice to the increasing threats posed to
privacy in a data-driven workplace.

Conclusion

In this article, we set out to explore the promises of a
B&HR approach to tackle the privacy challenges
brought on by the rise of algorithmic management.
Our review of different legal and technical approaches
tackling these challenges revealed a number of promis-
ing avenues, but also significant gaps. Despite its pop-
ularity in industry circles, for example, design-based
approaches do not suffice to protect employees’ priva-
cy at the workplace. Legal approaches also fall short,
notably given the difficulty of applying jurisdiction-
specific norms to a truly global phenomenon.

Privacy Due Diligence vows to play a fruitful role in
closing these gaps. The balancing exercise between
managerial prerogative and worker protection required
by employment law and data protection law cannot be
appropriately carried out through tech solutions alone
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– nor is ex post facto litigation an effective strategy for

preventing harms.
Interests need to be weighed before intrusive surveil-

lance begins, and continue to be scrutinized over the

course of the data life cycle. By building on existing

models of corporate due diligence processes, in combi-

nation with key insights from data protection, legal

frameworks and ethical considerations, the Privacy

Due Diligence model establishes a company-wide pro-

cess for responsible business conduct towards privacy

at work.
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