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INTRODUCTION

In recent years, technological intensity in the workplace has dramatically increased (Cascio and Montealegre, 2016), inspiring a lively debate on this ongoing transformation and its possible merits and drawbacks (Flensburg and Lomborg, 2021). Organizational scholars Bodrožić and Adler (2022) argue that the interplay of business decisions and societal regulations will determine whether this technology will be used to serve or exploit humanity. In the field of leadership, De Cremer (2022) notes that we should be wary when introducing AI management-assistance systems in organizations, as doing so may harm responsible leadership practices and dehumanize employees. Meanwhile, scholars in human resource management (HRM) call for identifying a priori conditions that organizations must develop to guide the use of self-learning technology and prevent negative effects such as psychological contract breaches and untenable employee stress (e.g., Budhwar et al., 2022; Meijerink and Bondarouk, 2023). The scholarly discussion of the trade-off between the merits and drawbacks of datafication technology mirrors the ongoing societal debate, which ranges from utopian to dystopian perspectives. For example, in Homo Deus, Harari (2016) outlines a future in which humans succeed in gaining god-like abilities with the help of intelligent technology. In contrast, in her seminal work on surveillance capitalism, Zuboff (2019) outlines a technology-fuelled commodification of reality which, she argues, will lead to technology subjugating humanity.

In a nutshell, we can discern two dominant and somewhat contradictory narratives in this discourse. The first frames technological advancement as a catalyst for efficiency improvement that threatens employee well-being through work intensification and dehumanization (e.g., Leicht-Deobald et al., 2019). In contrast, the second narrative presents technology as a means of reducing human labour on repetitive tasks while increasing the meaningfulness and importance of human potential in organizations, thereby creating a more positive employee experience (e.g., Spreitzer et al., 2017). Our paper rejects such a deterministic perspective and outlines how the potentially negative effects of datafication technology can be mitigated or even reversed. Specifically, we argue that employees’ trust in their employing organization can provide a mechanism for navigating the proliferation of such technology in a way that allows organizations to benefit from technological advancement and leads employees to feel empowered rather than threatened. Such positive effects depend on how organizations actively contribute to positive trust expectations and experiences in a workplace permeated by datafication technology. Our paper explores how employees’ trust in their employer is potentially jeopardized by the use of datafication technology and how organizations can react by more actively managing core trust issues.

Datafication is the transformation of social interactions into numerical, statistically analysable data, which then serve as a resource for optimizing and transforming organizational processes and services to generate value (Murray et al., 2022). Datafication technology can existentially alter workplace experiences (Ball, 2021) and, as we will discuss in this paper, jeopardize employees’ trust in their employer. Drawing on dual-process theories of social cognition (e.g., Hodgkinson and Sadler-Smith, 2018), we argue that datafication can create small, erratic surprises in the work environment, highlighting two types of employee vulnerability (Misztal, 2012). First, discontinuity vulnerability may be triggered because datafication creates uncertainty regarding the employer’s expectations of employees in the ‘new’ workplace,
as well as how the employer will behave in the future. Second, socio-emotional vulnerability may become more salient because datafication technology can be used to turn humans into ‘cogs in the machine’, undermining employees’ dignity and increasing exploitation. This highlighted vulnerability motivates a more systematic processing of trust in which employees consciously search for and (re-)evaluate trust cues instead of relying on the more stable and often subconscious automatic trusting (Lewicki and Brinsfield, 2011).

Thus, we develop a framework of active trust management strategies for organizations to create a new narrative through symbolic strategies and enable employee–employer interest alignment through substantive strategies. To be effective, we argue that these active trust strategies must be tailored to match the core trust issues that employee vulnerability makes salient, specifically: (1) a lack of shared normality perceptions, (2) unclear goodwill intentions, and (3) pronounced employee dependency. Consequently, we delineate how complementary active trust strategies can be implemented as we integrate insights from the fields of technology design and the future of work to build a practical theory of active trust management.

Our paper makes three contributions to the literature. First, we contribute to the growing literature on the future of work and, in particular, the ongoing debate about the benefits and disadvantages of the datafication of work (e.g., Neufeind et al., 2019). We aim to reframe this debate by integrating insights from diverse literature and developing a framework for organizations to embrace the benefits of technology-permeated workplaces in an employee-centric manner. By responding proactively to heightened employee vulnerability through active trust management, organizations can not only preserve employees’ trust but also strengthen it as they embrace technological advancement. This theoretical contribution has significant practical implications as we provide concrete and actionable suggestions for organizations and highlight areas where scholars and practitioners could collaborate to further develop the evidence base.

We also contribute to the understanding of trust in the workplace in two significant ways. The first is our theorization of the role of vulnerability as an underexplored but central mechanism that has become increasingly crucial in debates concerning our understanding of trust. Specifically, while advancements in trust theory have demonstrated the potential for trust to be driven by systematic (Mayer et al., 1995) or automatic processes (Baer et al., 2018; McEvily, 2011), we have yet to resolve how and when individuals engage in automatic or systematic trusting (Dirks and de Jong, 2022). We offer one way to conceptualize the switch in emphasis from automatic to systematic trusting by distinguishing different types (and threats) of vulnerability. Second, we extend a small but growing body of literature that recognizes trust as an active process. Our model of active trust management extends previous work in this field (e.g., Child and Möllering, 2003; Gustafsson et al., 2021; Williams, 2007) to differentiate between symbolic and substantive strategies and further integrates theories on vulnerability (Misztal, 2012) to argue that effective active trust strategies should be tailored to the core trust issues created by context-specific employee vulnerabilities.

**EMPLOYEES’ TRUST IN THE EMPLOYER**

Trust is defined as a willingness to be vulnerable based on positive expectations of another party (Rousseau et al., 1998). In this definition, willingness is a volitional process...
that involves a choice or decision to accept vulnerability in a relationship (Van der Werff et al., 2019). Thus, vulnerability refers to ‘vulnerability to each other’ (Heimer, 2001, p. 43) and the perceived risk that the other might take advantage of a situation of dependence and incomplete knowledge (Kramer, 2006). In employment relationships, vulnerability exists in both directions, though our primary focus in this paper is on the vulnerability of employees as the trustor and the employing organization as the trustee.

Trust in the employer is paramount for every employee, as they encounter dependencies and uncertainties regarding their employer that are often ambiguous and difficult to judge (Gustafsson et al., 2021; Weibel et al., 2016). In practical terms, employees’ wellbeing and advancement, in addition to their pay, promotion, and tenure, depend on whether their employer honours written and unwritten promises and establishes a system that enables employees to thrive (Bachmann, 2001). Employees render themselves vulnerable precisely by accepting that their wellbeing and advancement depend on the employer’s behaviour. Thus, previous trust scholars have portrayed employees as putting themselves at the mercy of their employer (Deutsch, 1958) and accepting the risk that they may be exploited (Tzafrir and Dolan, 2004).

**Employee Trust Processing**

Employees trusting their employer is a highly complex and context-dependent process, and we argue that perceptions of vulnerability and their interplay with trust must be framed as a dynamic process. We draw on parallel competitive models of dual processing (Hodgkinson and Sadler-Smith, 2018) and propose that the process of employees trusting their employer involves a passive ‘consumption’ of trust cues intertwined with a more active search for cues that the employee will not be exploited by their employer. While dual-process accounts of trust have been used previously (e.g., Baer et al., 2018), the interplay of these systems and the understanding of how we switch between them is still nascent. We propose that the relative dominance of the passive or active trusting system hinges on the perception of vulnerability central to the definition of trust itself. Although both processes are always present in an employment relationship, perceptions of vulnerability typically operate subconsciously and, therefore, trust is likely to be processed more automatically. In contrast, disruptions and ongoing small surprises in the context of a relationship may highlight vulnerability and motivate the more systematic processing of trust (Gustafsson et al., 2021).

We propose that trustors generally rely on automatic processing in established employment relationships for two reasons. First, trust in the employer is complex, as it depends on the characteristics of various organizational members as well as the properties of abstract systems (Weibel et al., 2016). Hence, we expect employees to cope with this complexity by predominantly trusting their employer in a more low-key, automated fashion rather than spending the time and considerable cognitive effort needed to rationally weigh all available information to make conscious trust decisions. The everyday monitoring of trust cues in this context is likely to be less effortful and more unconscious and automatic (Gavetti and Levinthal, 2000). Second, organizations are designed to offer a long-term narrative, and trust in the employer is developed through specific institutional arrangements, policies, and practices (Bachmann
and Inkpen, 2011). These institutions enable situational normality beliefs (McKnight et al., 1998) because they stabilize expectations in a more abstract entity such as ‘the employer’. We argue that this more enduring characteristic encourages automatic trust to become the default.

**Employee Vulnerability in the Employment Relationship**

Since vulnerability is central to trust, there is an increasing awareness that vulnerability must be analysed in greater depth to understand how the employee’s automatic and systematic processing of trust in the employer unfolds (Nienaber et al., 2015; Searle et al., 2017). To further conceptualize employees’ vulnerability toward their employer, we draw on Misztal (2012) to distinguish between two types of vulnerability in employment relationships: discontinuity vulnerability and socio-emotional vulnerability.

**Discontinuity vulnerability** reflects our inability to predict what the future holds. Employees cannot predict how their employment relationship will develop, as their knowledge about the future behaviour of their employer and the future working context will always be limited. For instance, new technological advances may create different skill requirements or change the organization’s interpersonal fabric. This type of vulnerability has been explored by Luhmann (1989), who understands trust primarily through its complexity-reduction function, which enables humans to navigate the world despite discontinuities. The interplay between familiarity and trust is at this conceptualization’s core: ‘trust has to be achieved within a familiar world, and changes may occur in the familiar features of the world which will have an impact on the possibility of developing trust in human relations’ (Luhmann, 2000, p. 94). Hence, changes in (dis-)continuity and (un-)familiarity will invariably reframe the trust situation.

Employees’ willingness to accept discontinuity vulnerability is linked to perceptions of situational normality and their need to rediscover the familiar in the unfamiliar (McKnight and Chervany, 2000). Renewed situational normality enables employees to form generalized, stable, and reliable expectations regarding their employer’s competency and goodwill (McKnight et al., 1998). Misztal (2012) also argues that discontinuity vulnerability can be mitigated by collectively renegotiating the background assumptions that shape familiarity and thus (re-)creating situational normality beliefs. In addition, she argues for making credible promises that actors, despite new and unknown opportunities, will still act in a trustworthy fashion. Based on this account, promises made by the employer must be credible and ‘institutionalized’ to some degree.

**Socio-emotional vulnerability** is linked to our ‘human condition’, as it unfolds ‘because we are dependent on others for our self-realization, and with this for the development of self-confidence, self-respect, and self-esteem’ (Misztal, 2012, p. 218). As human beings, employees depend on their employers for decent work; this means, at a minimum, not being exploited or harmed and being treated with dignity regardless of one’s organizational role (Braganza et al., 2020). However, in many workplaces today, the unwritten contract between employees and their employer extends far beyond this minimal condition, and employees also expect meaningful work, positive relationships (De Hauw and De Vos, 2010), and the fulfilment of their full range of socio-emotional needs.
In trust research, socio-emotional vulnerability is reflected in moral (Baier, 1986) and identification-based trust (Lewicki and Bunker, 1995). According to moral trust, employers are mandated to take care of their employees and embed genuine goodwill and integrity into their processes and practices precisely because employees are socio-emotionally (inter-)dependent on their employers. As such, demonstrating organizational goodwill and honouring the moral mandate to care and show integrity is important for employees’ willingness to be socio-emotionally vulnerable. In addition, identification-based trust suggests that both employers and employees are united in the form of community and a social ‘we’ identity, which has been characterized as ‘mutual understanding so that one can act for the other’ (Lewicki et al., 2006, p. 1007). Identification-based trust thus captures far-ranging socio-emotional aspects of the employment relationship. At the very least, such trust implies that employees are willing to accept socio-emotional vulnerability based on perceptions of interdependence rather than dependence vis-à-vis their employer (Lewicki et al., 2006). Table I consolidates our distinction of employee vulnerabilities according to the core trust issues that they create.

### THE RELATIONSHIP BETWEEN DATAFICATION TECHNOLOGY, TRUST PROCESSING, AND VULNERABILITY

#### Datafication Technology and Trust Processing

Datafication is increasingly ubiquitous, and most aspects of our daily lives can now be rendered into data and analysed with sophisticated technology (Gasser and Almeida, 2017). The impact of datafication technology unfolds in the workplace via two interrelated technological features: (1) augmented data gathering and (2) sophisticated data interpretation (Schafheitle et al., 2020).

Table I. Matching employee vulnerability with core trust issues

<table>
<thead>
<tr>
<th>Core trust issues</th>
<th>Discontinuity vulnerability</th>
<th>Socio-emotional vulnerability</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Re-)Creating Situational Normality</td>
<td>(Re-)Creating situational normality so that ‘things seem in proper order’, promising successful interaction, conveying feelings of personal ease, and mitigating possible hazards (e.g., Lewis and Weigert, 1985)</td>
<td>Credibly demonstrating the organization’s moral obligation toward its employees as well as its concern for protecting their interests, even at the expense of its own (e.g., Weibel et al., 2016)</td>
</tr>
<tr>
<td>Demonstrating Goodwill Intentions</td>
<td>Installing interdependence between the organization and its employees, ‘showing skin in the game’ and actively raising the organization’s vulnerability toward its employees (e.g., Cohen and Isaac, 2021)</td>
<td>Addressing Imbalances in Dependence</td>
</tr>
</tbody>
</table>
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Augmented data-gathering capacities allow for fine-grained employee tracking and digital tracing, even entering workplace spheres that were previously reserved for human sensory perception. For instance, these capacities are widely used in smart ID badges, wearable GPS, face-recognition CCTV cameras, and bio-radio-frequency ID chips. As such, datafication technology can be used to make almost every move of employees visible (Stanton and Stam, 2006), while it does not inherently make the employer’s expectations more transparent to the employee. This asymmetry suggests a shift in the dependency balance of the employment relationship, such that the employee might become more dependent in the relationship with the employer. Furthermore, sophisticated data-interpretation capacities largely rely on unsupervised/reinforcement learning algorithms, which allow for rapid and automatic analyses and interpret vast volumes of employee data in a manner that was not previously feasible (Nilsson, 2014). Some procedures, for instance, evaluate employee sentiment with standardized scripts, leaving little room for idiosyncrasy and the interpretation of more fine-grained and context-sensitive aspects (for further discussion, see Sewell et al., 2012; Stanton and Stam, 2006). Other interpretation capacities are used to support HR decisions with limited human involvement (Parasuraman et al., 2000), reducing opportunities for leaders to implement systems that consider individual workers’ circumstances (Skinner and Searle, 2011).

Taken together, we argue that these two datafication technology features and their likely impact on the employee–employer relationship will motivate the employee to shift to a more systematic and conscious consideration of the employer’s trust-related cues. Datafication technology’s (socio-)technological materializations destabilize automatic trust by delivering small and erratic surprises, signalling that ‘things might not go as expected’ or conveying the message, ‘you are a mere cog in the machine for us’. Theoretically, we would expect these cues to trigger a change in emphasis for trust processing, whereby systematic processing would supplement automatic trust (Hodgkinson and Sadler-Smith, 2018; Searle et al., 2017). Empirical evidence suggests that even in low-stakes situations, information that is unexpected and inconsistent with prior beliefs can motivate people to use more arduous and systematic processing (Trémolière and De Neys, 2014). Ongoing employment relationships are far from low stakes, and misplaced trust can have considerable costs for an employee (Skinner et al., 2014). Thus, as vulnerability becomes more salient, employees will be motivated to be more deliberate and accurate in their trust decisions. Situations where accuracy is primed as being more important than time pressure encourage more reliance on deliberative and systematic processing (Guo et al., 2017).

**Datafication Technology and Employee Vulnerability**

For datafication technology to influence employee vulnerability, its technological capacities – that is, data gathering and interpretation – must be experienced by employees. Typically, these are experienced via three socio-technological materializations: (1) their opaque functioning, (2) their ‘function creep’ and dynamic nature, and (3) their prescriptive capabilities (Schafheitle et al., 2020). Below, we elaborate on these three materializations of datafication technology and explain how they highlight employee vulnerabilities.
Table II. Matching socio-technological materializations of datafication technology with employee vulnerability

<table>
<thead>
<tr>
<th>Materializations of datafication technology</th>
<th>Predominant vulnerability</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opaque functioning</td>
<td>Discontinuity vulnerability</td>
<td>Food deliverers from gig economy firms report that their work is assigned to them by algorithms that gather and analyse their behaviour and performance in real-time. It remains unclear what personal data is used, how it is weighed and analysed, and how algorithms recognize or reward employees’ work efforts with bonuses or maluses (Barratt et al., 2020)</td>
</tr>
<tr>
<td>Function creep dynamism</td>
<td>Discontinuity vulnerability</td>
<td>Las Vegas casinos employ pattern recognition algorithms in surveillance cameras to enhance overall safety via licence plate screenings, visitor flow tracking, and facial analyses to identify ‘blocked’ gamblers and wanted persons and to detect fraud and theft (Analytics Insight, 2021). Cameras also analyse card dealers’ smiles as a part of the casino’s overall performance metrics since smiling was said to increase gamblers’ money-spending behaviour (Madrigal, 2013)</td>
</tr>
<tr>
<td>Prescriptive capacity</td>
<td>Socio-emotional vulnerability</td>
<td>Amazon holds two patents for smart wristbands that use prescriptive capabilities to forecast the optimal ‘pick and pack’ velocity of their stock workers. As a result of algorithmic performance forecasting, wristbands physically vibrate to make warehouse workers pick up items faster. Consequently, employees feel dehumanized (Walsh, 2019)</td>
</tr>
</tbody>
</table>

Table II displays the links between the technological manifestations and employee vulnerabilities and provides illustrative examples.

First, datafication technology is inherently opaque to employees as it often relies on proprietary and undisclosed algorithms (Orlikowski and Scott, 2014). Additionally, its perceived opacity is enhanced because it often operates ‘intelligently’ due to an ability to ‘get better at what it does’ simply through its application (Nilsson, 2014). Consequently, datafication technology presents itself as a black box even to those trained to understand it (Burrell, 2016). We propose that the opacity of datafication technology heightens employee discontinuity vulnerability because employees no longer understand cause and effect in areas that matter for the terms of their exchange relationship with their employer. For instance, employees may no longer understand how a datafication-based performance evaluation is composed and hence, may not be able to understand what is expected from them or what reward is offered by the employer. This ambiguity may be exacerbated as leaders can also fall short because the datafication technology’s opacity deprives leaders of their ‘mastery of observation’ (Hirschi, 2017) and complicates their ability to communicate the employer’s expectations to employees.

Second, datafication technology is often adjusted dynamically as new ways of use emerge through its ongoing application. This characteristic is termed function creep
(Ball, 2010) and is also characterized as incomplete informed employee consent (Sutrop and Laas-Mikko, 2012), incomplete knowledge of monitoring (Stanton and Weiss, 2003), and inappropriate use (Holton and Fuller, 2008). Function creep refers to how the self-learning nature of datafication technology leads to novel data-gathering or analysis opportunities that are subsequently exploited by organizations without sufficient communication and planning. Function creep further highlights employees’ discontinuity vulnerability as it can quickly undermine any possible basis for clear expectations regarding reciprocal promises and obligations.

Third, datafication technology has descriptive, predictive, and prescriptive capabilities. As the most ‘intelligent’ aspect, prescriptive capabilities can even override human decision-making (Krumeich et al., 2016). This distinguishes their effect from descriptive and predictive capabilities, which merely assist human decision-making based on a ‘static’ assessment or forecast of future alternatives (Leicht-Deobald et al., 2019). Prescriptive capabilities potentially introduce dual structures in which employees may experience two ‘supervisors’ (the machine and the human) whose directives may appear contradictory, ambiguous, or less individualized (Schafheitle et al., 2021). Thus, prescriptive capabilities significantly impact the socio-emotional vulnerability of employees and have the greatest potential to render an employee a ‘cog in the machine’, dehumanizing the workplace. In this vein, prescriptive capabilities increase employees’ socio-emotional vulnerabilities in at least two ways. First, they can negate employees’ socio-emotional needs by expecting employees to act as reliable partners to machines or even subordinating them to machines (Giermindl et al., 2022; Stinglhamber et al., 2023). Second, the prescriptive capabilities of datafication technology can prevent human leaders from acting as intermediaries who protect employees’ socio-emotional needs (De Cremer, 2022). While human leaders can theoretically mitigate dehumanization and de-contextualization, it is unclear whether they will do so in practice, as the balance of responsibilities between leaders and machines will also be realigned, and the leaders themselves may experience dehumanization (Farndale et al., 2011).

### A THEORETICAL FRAMEWORK: ACTIVE TRUST MANAGEMENT AND VULNERABILITY

Using a dual-process perspective, we have argued that datafication technology heightens employee vulnerability and its salience and thereby triggers a stronger reliance on systematic trust processing. When employees are more actively and consciously seeking out and weighing trust cues, organizations must take a more active stance to manage employees’ trust. Active trust management involves actively working to build or preserve trust and shifts the focus of the trust literature away from the trustor, as a relatively passive consumer of trustworthiness signals, to the trustee (Child and Möllering, 2003; Gustafsson et al., 2021). Active trust, therefore, is an interactive and co-created process where the trustee, here the employing organization, has a role to play in assisting the employee to navigate salient uncertainties and newly stressed vulnerabilities as they make decisions about their willingness to accept that vulnerability (see also Williams, 2007).

Extending the work of Gustafsson and colleagues (2021; see also Misztal, 2012), we theorize that active trust strategies should first be distinguished by whether they are symbolic or substantive (Ashforth and Gibbs, 1990; Frederiksen, 2014). Symbolic strategies
serve as representations of an employer’s trust intent. Their function is to persuade employees, influence their trust expectations, and guide the day-to-day interpretation of trust inside the technology-permeated workplace. Substantive strategies facilitate and change employees’ first-hand experience of trust with identifiable (inter-)actions and outcomes (Schnackenberg et al., 2019). Additionally, active trust strategies must target the different types of vulnerability inherent in the erratic surprises to the employment relationship inside technology-permeated workplaces.

The symbolic route to active trust involves the employer sending credible signals that employees’ vulnerability will not be exploited. Symbolic strategies are linked to promoting the perception that the workplace is still a familiar context and the employer a trustworthy counterpart. As such, symbolic strategies always entail strong communication efforts (Van Der Merwe and Puth, 2014). Symbolic active trust strategies, such as ‘cognitive bridging’, which is understood as communicative ‘efforts to connect past, present, and future’ (Gustafsson et al., 2021, p. 9), can be found in previous work. We extend this work by delineating symbolic active trust management according to its possible use to address discontinuity and socio-emotional vulnerability. In the case of discontinuity vulnerability, communicative efforts must re-establish situational normality beliefs and credibly signal that the new workplace can be mastered in a similar fashion to the old one. Moreover, socio-emotional vulnerability involves two core issues of trust, which must be addressed independently to maintain employees’ trust: the employer’s goodwill intentions and as well as a narrative of a shared destiny and balanced interdependence.

The substantive route to active trust requires the employer to ‘invest’ in recalibrating the vulnerability of their employees (Shabana and Ravlin, 2016). Here, active trust management manifests in first-hand tangible acts and involves concrete and lasting changes to decision-making structures, processes, responsibilities, and role allocations (Ashforth and Gibbs, 1990). We propose that discontinuity vulnerability is substantially addressed when leaders act as flexible ‘normality navigators’ (Kellogg et al., 2020). This is enabled by training leaders to act as intermediaries between employees and their employers whilst navigating the new normality and transformation process. Socio-emotional vulnerability can be substantially addressed by allowing employees to participate in changes, that is, by investing in co-creating the use of datafication technology, as this empowers employees and supports positive work outcomes (Adler and Borys, 1996). Finally, power imbalances and changing dependencies can be redressed by formalizing employee voice in a permanent fashion (Desai, 2018).

Table III integrates symbolic and substantive active trust strategies with discontinuity and socio-emotional vulnerability. We argue that organizations wishing to manage employee–employer trust in an environment where datafication technology has proliferated should first consider the types of vulnerability that are salient and then enact symbolic and substantive strategies to maintain and build trust during disruptions.

A FRAMEWORK FOR PRACTICING ACTIVE TRUST MANAGEMENT IN A WORKPLACE PERMEATED BY DATAFICATION TECHNOLOGY

We expand on the cells of our 2 × 3 active trust management matrix (see Table III) with practical recommendations presented in Tables IV and V. In doing so, we strive...
for three key goals. First, we aim to integrate literature from diverse, multidisciplinary scholarly fields to build new theoretical insights into how trust in the employer can be managed in the context of increasing technological advancements and their deployment in the workplace. Second, we aim to enhance the potential impact of our paper on organizational practice by providing actionable examples of strategies that managers and organizations can use to enact active trust management. Finally, we aim to inspire future management research in this field by highlighting where additional evidence-based insight is needed to guide future practice. We do not intend to provide an exhaustive list of actionable recommendations, mainly because of the rapid speed of technological advancement (Miao et al., 2017; Schafheitle et al., 2020). Instead, we offer an exemplary framework for understanding how active trust strategies can address employee vulnerabilities to support employment relationships in a workplace permeated by datafication.

**Core Trust Issue 1: (Re-)Creating Situational Normality Beliefs**

Situational normality beliefs are salient promoters of trust in the absence of complete knowledge (McKnight et al., 1998), as they set a scene in which ‘things seem in a proper order’, promising successful interaction, conveying feelings of personal ease, and mitigating possible hazards (Lewis and Weigert, 1985). In this vein, symbolic strategies of active trust include comprehensively communicating the new situation to employees. Moreover, organizations can make tangible, substantive investments to align both parties’ interests so that the new situation is experientially normal for employees. Through such substantive investments, organizations can enable first-hand experiences of situational normality that help employees feel that the new situation will not be detrimental.

---

Table III. Integrating active trust management with employee vulnerability in technology-permeated workplaces

<table>
<thead>
<tr>
<th>Vulnerability</th>
<th>Discontinuity vulnerability</th>
<th>Socio-emotional vulnerability</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core Trust Issue 1: (Re-)Creating Situational Normality</strong></td>
<td><strong>Core Trust Issue 2: Rooting Employer Goodwill Intentions</strong></td>
<td><strong>Core Trust Issue 3: Installing Inter-Dependence</strong></td>
</tr>
<tr>
<td>Active trust management strategy</td>
<td>Symbolic Strategies: Creating a Credible Narrative</td>
<td>Comprehensiveness communication regarding the new situation</td>
</tr>
<tr>
<td></td>
<td>Substantive Strategies: Interest Alignment</td>
<td>Investments to build predictability in the workplace environment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Signalling employer goodwill to employees</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Committing to and institutionalizing employee-friendly outcomes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Signalling that ‘we are all in the same boat’</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Institutionalizing interdependence between employees and the employer</td>
</tr>
</tbody>
</table>
Table IV: Practical recommendations for implementing symbolic active trust management in technology-permeated workplaces

<table>
<thead>
<tr>
<th>Vulnerability</th>
<th>Socio-emotional vulnerability</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Discontinuity vulnerability</strong></td>
<td><strong>Core Trust Issue 1: (Re-)Creating Situational Normality</strong></td>
</tr>
</tbody>
</table>

Summary

- **Symbolic strategies: Creating a credible narrative**
  - Create a context that promises successful interaction, conveys feelings of personal ease, and mitigates possible hazards.
  - Recommendations:
    1. Conduct digital literacy training for employees covering competencies in information and data literacy, communication and collaboration, digital content creation, and safety and problem-solving
    2. Purchase technology with self-explanatory and justifiable designs to support:
      1. Intuitive interpretation
      2. Feedback options
      3. Trusted third-party auditing/certification

- **Core Trust Issue 1: (Re-)Creating Situational Normality**
  - Credibly demonstrate the organization’s moral obligation toward employees as well as its concern for protecting their interests.
  - Recommendations:
    1. 1. Deploy enabling technology design via:
      1. 1.1. Enabling employee participation
      1. 1.2. Offering learning-oriented feedback
    2. Offering some employee control over technology

- **Core Trust Issue 2: Rooting Employer Goodwill Intentions**
  - 1. Enable a learning culture, by:
    1. 1.1. Creating a shared belief that errors in a technologically complex context are unavoidable but can be transformed into something positive
    1. 1.2. Accepting human errors
    1. 1.3. Normalizing learning from errors
    1. 1.4. Enabling trialability

Further sources for active trust management practitioners

- On digital literacy training, see Nisa and Setiyawati (2019).
- On self-explanatory design, see Mohseni et al. (2021)
- On deploying an enabling technology design, see Vorm and Combs (2022) and Leach et al. (2001)
- On enabling a learning culture, see Frese and Keith (2015)
Vulnerability

Discontinuity vulnerability  Socio-emotional vulnerability

Inspiration for developing the evidence base

In general, there is not enough evidence on the use and effects of digital literacy training in the workplace (see Nikou et al., 2022). Thus, we pose the following questions for future research:

1. Considering the self-learning nature of AI, what would continuous improvement of digital literacy look like?
2. What are the salient long-term effects of digital literacy?
3. Concerning (self-) explainable AI systems, how are purchasing decisions for or against such systems made?
4. To what extent do the decision-makers’ digital literacy and the organization’s employment philosophy matter in such purchasing decisions?

Deploying an enabling technology design has a long tradition in research focusing on less smart technology (see Ravid et al., 2020). Recently, research has gained momentum in the use of AI-based ‘smart’ technology and self-learning algorithms (e.g., Vorm and Miller, 2020). We delineate the following questions for developing the evidence base:

1. What does effective prioritization of enabling design options look like, and does this differ with regard to different effectiveness criteria, such as trust, acceptance, or speaking up?
2. What role do context and technological capabilities play in determining the threshold of ‘enough’ transparency?
3. How do the needs and priorities of both employees and managers affect the use of enabling design options?
4. What do employees’ mental frames look like, and how do they influence an enabling design (Vorm and Miller, 2020)?

Based on the recent review conducted by Frese and Keith (2015), the positive impact of a learning culture is predominantly investigated in a controlled setting and seldomly in an AI-based ‘smart’ technology context. Thus, we pose the following questions to guide future research:

1. What is the optimal context for a positive learning culture to develop? In particular, what are the effects of leadership climate and performance management (Dahlin et al., 2018)?
2. How is a positive learning culture related to a proactive and psychologically safe climate, and what is the contribution of each to the perception that ‘we are all in the same boat’ (Baer and Frese, 2003)?
Table V. Practical recommendations for implementing substantive active trust management in technology-permeated workplaces

<table>
<thead>
<tr>
<th>Vulnerability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discontinuity vulnerability</td>
</tr>
</tbody>
</table>

**Core Trust Issue 1: (Re-)Creating Situational Normality**

**Summary**

Make tangible, substantive investments to align the organization and employees' interests so that the new situation is experientially normal.

**Recommendations:**
1. Define new leadership roles that explicitly explain how leaders intermediate between technology and employees
2. Develop leadership in the following areas:
   - 2.1. Compassionate and emotionally competent leadership
   - 2.2. Responsible leadership

**Core Trust Issue 2: Rooting Employer Goodwill Intentions**

Make goodwill investments, so that ‘we care’ becomes rooted in decision-making structures and the overall strategy discourse.

**Recommendations:**
1. Install formal employer–employee co-creation mechanisms, super users, and early adopters in all phases of the implementation process
2. Be sensitive to various organizational levels and deliberately iterate between more central and decentral units for either broadening or converging perspectives (Kellogg, 2022)

**Core Trust Issue 3: Installing Inter-Dependence**

Make long-lasting and tangible investments to substantially increase the organization’s vulnerability toward its employees.

**Recommendations:**
1. Formally involve stakeholders in joint decision-making processes through:
   - 1.1. Technology impact assessments
   - 1.2. Issue-oriented common initiatives
   - 1.3. Issue-driven councils
   - 1.4. Permanent work councils and mission/ethics boards

Further sources for active trust management practitioners

- On the relationship between AI and leadership, see De Cremer (2020)
- On the various approaches to how employees can be formally included in the implementation of technology, see Auernhammer (2020). On investments for mitigating ethical threats, see Lucivero (2016)
- On institutionalizing stakeholder voice, see Kujala et al. (2022) and Delgado et al. (2021)

(Continues)
Vulnerability

Discontinuity vulnerability  
Socio-emotional vulnerability

Inspiration for developing the evidence base

Leadership training and development must be supported by a context that enables new forms of leadership to emerge. Thus, we delineate the following questions for developing the evidence base:

1. What is the impact of HR systems (e.g., the selection of leaders or incentives for leaders), employment philosophy, and leadership culture on leaders’ behaviours (see e.g., Gurdjian et al., 2014; McCauley and Palus, 2021)?

2. How do leaders make sense of their changing role requirements, especially in the automation/augmentation context (e.g., Raisch and Krakowski, 2021)?

3. How do leaders balance emerging dilemmas, such as those resulting from conflicting responsibilities vis-à-vis different stakeholder groups?

AI-based smart technology differs in its functioning logic and impact, which means that we do not know much about an effective enabling implementation in this new context. Thus, we delineate the following questions for developing the evidence base:

1. What skills are needed to meaningfully guide and structure a formal co-creation process?

2. What do effective strategies for harmonizing conflicting interests look like?

3. Is there ‘too much of a good thing’ when it comes to the design and implementation of co-creation?

4. How do power and dependency structures interrelate in such co-creation processes, given the various levels of technological sophistication and context?

Organizational acts of showing vulnerability are barely addressed in the broader management literature. Based on the above reasoning in this paper, we delineate the following questions for developing the evidence base:

1. How can an ethical technological assessment that effectively balances (conflicting) views from developers, implementers, and users be implemented as an internal discourse within the organization (see Kiran et al., 2015)?

2. How can organizations organize stakeholder involvement, given the tension between idealized vision and practical constraints (Delgado et al., 2021), and ensure that stakeholders view their involvement as qualitatively valuable (Moratis and Brandt, 2017)?

3. How can vulnerability investments be meaningfully and unambiguously rooted in organizational routines and processes (Nishii et al., 2008)?
Symbolic (re-)creation of situational normality. Recently, scholars have begun to acknowledge digital literacy as a critical precondition for employees to interact with datafication technology meaningfully. Terminology to describe such efforts ranges from digital capability building (De Marco et al., 2019) and employees’ ability to learn from trial and error (Beck and Wade, 2004) to training for technology-workflow integration (Kellogg et al., 2020). Digital literacy training imparts basic technical knowledge about technological functioning and enables employees to better understand how to navigate technology-intensive workplaces. Additionally, digital literacy training provides employees with self-management and interpersonal competencies that sensitize them to technology-induced challenges and support them in developing practical solutions to re-establish a sense of normality (Trenerry et al., 2021).

First, employees should be trained to use the datafication technology deployed in their organization. As Hsi (2007) shows, employees’ initial skills and experiences using technology enable them to develop additional skills independently. As the data volume and analytical sophistication increase, employees should also be trained in basic computational and statistical skills. This will empower them to critically question technology-driven predictive or even prescriptive outputs (Leicht-Deobald et al., 2019) and ensure that employees can assess for themselves whether they need additional training and development (Scholtz, 2019). Second, soft skills should form an important part of the training. In a technology-permeated environment, employees likely need training to support their self-efficacy and resilience to cope with the, at least temporary, work intensification necessary to master their new environment (Colbert et al., 2016). The new situation and salient vulnerability can also jeopardize relationships. (Yee, 2014), for instance, describes how interacting with technology involves balancing the interests of peers, leaders, and technological limits. Hence, digital literacy training should provide guidance on how to maintain interpersonal bonds in this new context.

Furthermore, technology design options that increase visibility into how analyses are performed and why particular outcomes occur are important for credibly communicating situational normality, and organizations should pay particular attention to such options during the selection, purchase, and implementation phases. A large body of multidisciplinary literature has approached these design options from various perspectives. We draw on recent machine-learning and human–machine interaction scholarship (Biran and Cotton, 2017; Kulesza et al., 2015) to distinguish between the explainability and justifiability of technology. Design options related to technology’s explainability disclose the process of data gathering and analysis to explain ‘what has been done in what way’ to arrive at an outcome. In contrast, justifiability explains ‘why’ the outcome has occurred. Ideally, technology design provides explainability and justifiability in a way that minimizes the discrepancy between one’s mental model and the actual function represented (Kulesza et al., 2015). Explainability and justifiability can be achieved by organizations by (1) choosing datafication technology that is inherently interpretable and (2) relying on reactive and interactive designs.

Inherently interpretable datafication technology uses ‘shallow rule-based’ models that are interpretable by default because they guide interaction through a predefined set of explicit rules (Rudin et al., 2013). For instance, Si and Zhu (2013) have trained hierarchical compositional models in which the algorithmic identification of a cat
begins with whether it has a pair of ears, and only the next step concerns whether they are pointed or round. From an applied perspective, such rules can mimic variance-based regression techniques or Boolean models and are thus easier and more intuitive to understand (Wang et al., 2015). However, in some instances (e.g., unsupervised/reinforcement learning), the ‘black box’ character of the technology disallows proximal interpretation (Biran and Cotton, 2017), and explanatory information can only be disclosed externally. In such cases, reactive or interactive design options can be utilized with feedback mechanisms that increase explainability and justifiability via textual or spoken feedback, instant visualization (e.g., nomograms, prototypes, or explain vectors, Biran and Cotton, 2017), localization (i.e., comparison of counterfactuals), or by example (i.e., recalling and comparing previous outputs, Vellido, 2020). Alongside these feedback mechanisms, beliefs in situational normality can also be communicated through third-party certifications (Adler et al., 2018) and interactive design options that enable a two-way exchange between the user and the algorithm in the form of explanatory debugging (Kulesza et al., 2015).

**Substantive (re-)creation of situational normality.** In line with the broader technology management and leadership literature, we suggest (financial) investment in leaders to increase their capacity to attend to employee needs amidst datafication. This can be done in two ways: (1) by redefining leaders’ roles as ‘courageous intermediaries’ and ‘compassion agents’ and (2) by subsequently investing in leadership training and development.

First, building on the initial insights of Kellogg et al. (2020), we argue that leaders must fulfill their new role as intermediaries between technology-driven decisions and employees’ contextually grounded needs. Such intermediation is important, as employees need guidance in making sense of novel organizational routines and adjusting interpersonal relationships to maintain performance (De Cremer, 2020). Enabling consistency is an important part of the leadership role, especially in states of organizational ambiguity or uncertainty (Balogun and Johnson, 2005). Consistency becomes even more significant as decisions based on datafication technology optimized toward a single pre-defined goal are implemented within the greater organizational context where goals are not always congruent. For instance, datafication technology could predict that it is less expensive to fire an employee than to retrain them, but leaders might counteract such a decision if it contradicts organizational values concerning employee retention and development. Trade-offs between competing organizational goals are not easy to program into software when one goal does not always take precedence over another. The most accurate and efficient decision is not necessarily the best one, and exercising this situated judgement is a leader’s responsibility.

Second, algorithms are unable to model intuition, empathy, care, or social recognition (Lee et al., 2015), and datafication technology can – at least until employees have adjusted – create stressful situations that increase employees’ psychological load (Shih et al., 2013). We suggest that compassionate leadership, which involves noticing or even anticipating employees’ suffering, empathetically feeling employees’ pain, and performing actions intended to ease this suffering (Worline and Dutton, 2017), is crucial to recreating situational normality within the organization. Appropriate training should therefore
prepare leaders to offer emotional support, give employees time and flexibility, and provide resources for coping. In addition, responsible leadership is needed, based on the normative concept of employers ‘being responsible for’ employees and the need to discern conflicts of interest and seek a fair solution that avoids harmful consequences (Pless and Maak, 2011).

Core Trust Issue 2: Rooting Organizational Goodwill Intentions

We define organizational goodwill intentions as the means by which an organization credibly demonstrates its moral obligation toward employees as well as its concern for protecting their interests, even at the expense of its own (Weibel et al., 2016). In this context, symbolic strategies comprise a credible narrative emphasizing an employer’s care as a prevailing organizing principle, true to the motto, ‘if employees are doing well, then the company is doing well, too’. Practically, this is achieved via the enabling design of datafication technology (Adler and Borys, 1996) to ensure that employees are valued as human beings with creative skills and resources. In addition, organizations can also make substantive goodwill investments that root their duty of care in decision-making structures and the overall strategic discourse.

Symbolic rooting of organizational goodwill intentions. Datafication technology, designed and deployed in an enabling fashion, explicitly values employees’ needs and interests as equivalent to business interests and efficiency gains (Adler and Borys, 1996). We organize our recommendations around the three key characteristics of enabling design: employee participation, instant feedback, and opt-in/opt-out mechanisms.

First, offering employees opportunities to participate should render the technology more attuned to the employees’ needs and interests. This can be enabled by allowing employees to voice their feelings, opinions, and perceptions when interacting with the systems (Hoff and Bashir, 2015). For instance, the inclusion of a suggestion form that invites employees to indicate their preferences vis-à-vis technology was shown to be effective in an electronic performance management setting (Alge, 2001). Experimental evidence also suggests that the opportunity to review, challenge, and add to technology-generated performance data can be helpful (Zweig and Scott, 2007). Critically, the employee voice pathway should not be organizational lip service but should show employees how their opinions have been taken into account (Aiello and Kolb, 1995).

Second, datafication technology that enables employee learning is more likely to be seen as a signal of an organization’s goodwill intent. The design of technology that provides employee feedback is of particular importance. Constructive, learning-oriented feedback entails a balance of quantitative and qualitative content, while an overemphasis on quantitative (i.e., obvious and easy-to-measure) performance indicators can have detrimental effects (Carayon, 1994). Evidence from electronic performance monitoring further suggests that constructive feedback should be specific and without threats (Baron, 1993), include positive reinforcement (McNall and Roch, 2009), and be regular and immediate so that employees can prepare themselves and form stable expectations regarding their learning (Holman et al., 2002). Feedback from technology is also likely
to be perceived as more enabling if it is not tied to performance appraisal or financial incentives (Jeske and Santuzzi, 2015) and if employee performance comparisons are used sparingly (Sapegina and Weibel, 2017).

Third, maintaining possibilities for employees to opt in or out of being the target of datafication technology adds to the enabling narrative. The wider management perspective variously termed this strategy ‘employee control over technology’ (Alder and Ambrose, 2005), ‘authorization of information disclosure’ (Ball, 2010), and, from a legal perspective, ‘informed employee consent’ (Wildhaber and Lohmann, 2018). Generally speaking, ongoing possibilities to opt in or out invite employees to experiment with datafication technology, deliberately evaluate various cause–effect scenarios, and critically assess how such technology is embedded in particular legal or cultural contexts. Enabling opt-out opportunities is straightforward in practical terms, but organizations must ensure that the separation of work and leisure is respected and that employees bear no financial or reputational harm from opting out (Douthitt and Aiello, 2001).

**Substantive rooting of organizational goodwill intentions.** Credible investments in establishing organizational goodwill intentions manifest in allowing employees to co-create datafication technology. This refers to a joint and formal process in which technological boundaries are negotiated and bargaining power and influence are shared between employees and the employer (Weibel, 2007). Co-creation extends beyond providing employees with opportunities to participate in the enabling gestalt of technology and represents a means of granting employee care in a formal and enforceable way to ensure that employees’ needs are considered. Possibilities for co-creation are part of a novel movement in technology and HRM scholarship (Kim et al., 2020) and have previously been implicitly addressed as an assurance of informational self-determination (Chen and Park, 2005), appreciation of employee contribution (Sewell and Barker, 2006), and employee control (Alge, 2001). Practically speaking, the co-creation of datafication technology can take the form of employee super users or early adopters but should begin before the implementation phase to align employee–employer interests before unintended negative effects become salient (Susser, 1988).

**Core Trust Issue 3: Installing Interdependence**

Perhaps the most salient trust issue to address when managing trust in technology-permeated workplaces is to install interdependence. To address this issue, employers must ‘show skin in the game’ and raise the organization’s vulnerability to their employees (Cohen and Isaac, 2021). When datafication technology changes power and dependence structures due to increased transparency (Bernstein, 2017), widened accessibility of information (von Krogh, 2018), and the erosion of organizational boundaries (Cascio and Montealegre, 2016), installing interdependencies represents a credible commitment to preserving reciprocal trust (Sako, 2006). A symbolic way of installing interdependence between the employer and employees is the creation of a narrative that ‘we are all in the same boat’. Eventually, the organization can also make long-lasting and tangible ‘leap-of-faith’ investments to substantially increase its vulnerability toward employees.
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Symbolic installation of interdependence. A strong learning culture includes a set of salient and shared values, beliefs, and management practices related to open communication about errors, sharing relevant knowledge regarding such errors, and facilitating helping behaviours and measures to anticipate, detect, and handle errors efficiently (Van Dyck et al., 2005). Establishing a strong learning culture is relevant to a narrative of interdependence as it embraces the idea that the use of technology might not reach its fullest potential immediately and that allowing time for learning and adjusting is crucial. Additionally, a learning culture might also convey that ‘we are in the same boat’ with regard to being vulnerable vis-à-vis new technology. Practically, a strong learning culture manifests in encouraging employees to interact with technology deliberately and critically, and communicating that inconsistencies, problems, or errors should be seen as learning opportunities and will not be punished. On a daily basis, such a narrative will serve as a blueprint for employees to experiment and learn by doing when interacting with datafication technology (Reardon, 2010). Technology management literature argues for ‘trialability’, whereby innovation or new technology can be experimented with daily and without major hurdles (Vargas et al., 2018). A very recent approach to integrating trialability into corporate culture is by conducting rituals, such as so-called ‘f***-up-nights’ (Wolf, 2020), that provide both leaders and employees with an occasion to celebrate failures.

Substantive installation of interdependence. We propose that active trust strategies can include the institutionalization of broad stakeholder involvement, that is, a formal process of joint decision-making concerning the design, use, and implementation of datafication technology (Desai, 2018), to mitigate emerging power asymmetries and unequal dependencies. This renders the organization more vulnerable to employees in two ways. First, such procedures formally grant employees an active voice and the right to jointly define the boundaries of datafication technology to harmonize interests and co-create the rules of the game in a continuous dialogue. Second, they enable employees to unionize or join forces with supporting external stakeholders and broaden their area of competence to neighbouring technology-affected domains. These aspects recalibrate interdependence in the relationship (Kiran et al., 2015).

Another established form of balancing interdependence is the ‘technology impact assessment’, a broad, formalized practice intended to identify potential adverse effects of datafication technology on a variety of targets (Kiran et al., 2015, p. 7). Such an approach can take the form of a checklist, where a list of pre-defined, mainly ethical issues are assessed (IEEE, 2019). A more inclusive option involves a multistakeholder discussion regarding the possible impact of technology on work and issues such as (employee) identities, relations, norms, and values (see also Tursunbayeva et al., 2022). For our purpose, we are mainly interested in practices that seek to institutionalize the stakeholder voice in the form of partnerships, meaningful participation, and delegation (Friedman and Miles, 2006). The strongest form of voice exists when stakeholders are granted permanent positions in issue-driven councils or governance bodies. For example, Dundon et al. (2004) discuss several stakeholder institutions, ranging from bottom-up problem-solving groups and audit circles to voluntary but formal partnership agreements and joint committees or internal worker councils (see also Delgado et al., 2021; Moratis and Brandt, 2017).
DISCUSSION

Datafication technology is expected to change the workplace as we know it, enabling less biased and more fact-based decision-making, particularly pertaining to people management. Suppliers of such technology make strong claims about its potential performance-enhancing impact. If its potential is fully realized, datafication technology may be used to better allocate, control, and plan human resources. However, ongoing discourse about the future of work has produced two contradictory narratives regarding this technology. The first is focused on how new technological developments set the scene for the second machine age, enable a new ‘Taylorization’ of the workplace, and render humans ‘cogs in the organizational machine’ (Leicht-Deobald et al., 2019). A second, equally strong narrative emphasizes that digitalization is linked to positive changes in the experienced workplace and employment relations (Neufeind et al., 2019). In this article, we bring these two narratives together. We argue that datafication technology’s impact on employee experience and trust in their employer is dependent on how organizations acknowledge and actively respond to these changes.

Theoretical Contributions

Managing employees’ trust in their employer is a worthwhile endeavour in any organization (for an overview of diverse main, mediating and moderating effects of trust, see Fulmer and Gelfand, 2012; Weibel et al., 2016). This task is especially important in a technology-permeated workplace where extensive employee data is gathered and applied to HRM and workload management. In developing a framework for understanding how trust in the employer can be managed in this technology-permeated context, we make three important contributions to the literature. The first is a contribution to the literature on the future of work, while the remaining two relate to the trust literature.

As the more optimistic narrative regarding the future of work argues, organizations still depend on their employees’ ingenuity and willingness to contribute. However, even if datafication technology were deployed merely to augment employee productivity, trust would still be essential to avoid employee resistance (Kellogg et al., 2020) and fulfill ethical obligations to employees and society more generally. Our paper contributes to the future of work debate by integrating diverse literature to develop a framework of active trust management that includes a series of practices through which organizations can reap the benefits of a technology-permeated workplace while keeping employee interests central. We argue that efforts to address employee vulnerability can allow organizations not only to protect their relationships with employees but also to strengthen these relationships amidst ongoing uncertainty and change. In doing so, we build on the work of Child and Möllering (2003) and Gustafsson et al. (2021) to consider the role that both parties play in managing trust and to offer context-specific strategies for tackling trust issues in a technology-permeated workplace. In addition to providing guidance on effective organizational strategies, our framework aims to identify promising areas for practitioners and scholars to collaborate in building an evidence base. Bridging the science–practitioner gap is particularly critical in this
area, as organizational practices will need to continually adapt to remain effective given the rate of technological advancement.

Beyond our contribution to the future of work literature, our paper also makes two theoretical contributions to a nuanced understanding of trust. First, we extend previous trust theory to further explore vulnerability, a core but underexplored aspect of trust (Nienaber et al., 2015; Searle et al., 2017). Drawing on Misztal’s (2012) work on vulnerability allows us to expand our current understanding of trust as a process of information processing and decision-making and contribute to the growing literature on active trust strategies. Although a small body of work has recognized the potential for trust to be automatic (e.g., Lewicki and Brinsfield, 2011; McEvily, 2011), the dominant models of trust (e.g., Mayer et al., 1995) portray trust as a more systematic weighing of trust cues, and the understanding of how and when these different trust processes operate is still poor (Dirks and de Jong, 2022). We argue that while both systems are likely to operate in tandem, a reliance on the systematic, conscious processing of trust is likely to be the exception rather than the norm, particularly concerning more abstract trust referents, such as an employing organization. We frame vulnerability as the key to understanding how trustors shift from automatic to active processing of trust cues. Considering the two types of vulnerability is also critical to tailor active trust strategies to the specific relational context rather than adopting a ‘one-size-fits-all’ approach to active trust management.

Our second contribution to the trust literature builds on this last point, as our framework extends previous work on active trust strategies to distinguish between symbolic and substantive actions in addressing core trust issues. Inherent in this distinction, as well as in the distinctions created by a focus on different types of vulnerability, is an implicit escalation of commitment or investment. Looking at Tables IV and V, the level of investment increases from the left of the table to the right, as well as when we move from symbolic (Table IV) to substantive strategies (Table V). The strategy requiring the most investment from an organization, and that which offers the greatest opportunity for managing trust actively, is installing interdependence by demonstrating employer vulnerability and thus levelling the playing field. The distinction between symbolic and substantive strategies has parallels in the process models of trust-building which refer to the transformation of the quality of trust across different relationship stages (Lewicki and Bunker, 1996). These models depict trust based on collective identity and a commitment to shared values as higher quality, though more difficult to achieve. Thus, our framework describes how active trust management could be escalated, leading to a continuous interplay between the symbolic and substantive strategies of active trust management geared toward the identified core issue of salient vulnerability.

Future Research Directions

In addition to the opportunities for practitioner–scholar collaboration presented in Tables IV and V, examining the introduction of datafication technology through the lens of trust opens new avenues for understanding the future of work. Related empirical work has tended to focus on trust in technology itself (e.g., Lee and See, 2004)
or, if directed at trust in the organization, the viewpoint of consumers (e.g., Hengstler et al., 2016). Our paper suggests a new direction for understanding the future of work in terms of the relationship between the employee and the employer. While our focus is on the employing organization as the referent of trust, we recognize a growing body of literature on the importance of multilevel and multi-referent trust (Gillespie et al., 2021). Trust in the employer exists within the wider context of trust in other key referents, including the datafication technology itself, institutional regulators that attempt to govern technology use, and the myriad developers, suppliers, and service providers who support the technology (van der Werff et al., 2021). The potential for cross-level influences within these multilevel trust systems (Lumineau and Schilke, 2018) suggests that future research ought to consider how features that influence and shape trust in technology interact with our central concern in this paper, trust in the employer. It is important to note that trust in other referents, including the technology itself, could reduce surprises and shorten the amount of time for which systematic trust processing is dominant or even necessary.

The technology acceptance model (King and He, 2006) and the unified theory of acceptance and use of technology (Venkatesh et al., 2003) identify a range of variables from the ease of use of technology to social influences which predict attitudes and behaviours related to technology use. Further research is needed to examine how employees’ trust in their organization is affected by the acceptance of datafication technology and how trust influences employee resistance and employees’ inclination to game datafication technology. We propose that studies of employee experiences of vulnerability during the introduction and deployment of datafication technology are likely to improve our understanding of the processes influencing the success or failure of such technology. Given the nascent nature of our understanding of employee vulnerability, qualitative research designs will be particularly useful at this stage (Edmondson and McManus, 2007), followed by repeated designs with short data intervals during potentially trust-hazardous phases.

Another important trust referent in the relationship between technology, employees, and the employer is the leader. In this paper, we have proposed that a substantive investment in leadership development is key to enabling a collective renegotiation of situational normality and thus preserving trust in the employer. However, further research should analyse the changing role of leaders in a technology-permeated workplace and its consequences for trust. For instance, Schafheitle et al. (2021) have argued that leaders in such workplaces face a ‘two-leader situation’, as prescriptive algorithms increasingly automate leadership functions. This new triadic arrangement may blur responsibilities and create contradictions between human leaders and algorithms regarding decision-making and power.

Finally, our argument that trust in the organization is often a predominantly automatic process introduces methodological challenges related to capturing some of these processes through traditional self-reporting approaches. To investigate automatic trust processes, we recommend that researchers consider a wide range of methodological approaches. Qualitatively, this may include ethnomethodological approaches, which have already been applied to some degree in the field of human–machine interaction studies (e.g., Dourish and Button, 1998). Furthermore, research studies may utilize
technological advancements to consider taking more physiological measurements in the field. We can also look to other fields of research where researchers have been grappling with the challenges of capturing subconscious or implicit processes for some time. In social psychology, for instance, debates around the most appropriate measures of implicit attitudes and heuristics, such as stereotypes, continue (O’Shea et al., 2016).

CONCLUSION

Datafication technology has become increasingly prevalent in the workplace and is disrupting management processes and employees’ relationships with their employers. Competing narratives regarding the future of work reach differing conclusions regarding the potential for these changes to benefit or harm employees. Our paper integrates theories on organizational trust and vulnerability to argue that the extent to which datafication technology has positive or negative effects depends on whether active trust management strategies are in place during the introduction and deployment of such technology. We develop a framework that proposes that datafication technology tests trust in the employment relationship and heightens employees’ vulnerability toward their employer. The small and erratic surprises generated by datafication technology motivate employees to switch to more systematic and active trust processing and require organizations to use active trust management strategies to preserve, maintain, and, where necessary, build trust. Based on this model, we present relevant and actionable recommendations for organizations to proactively manage trust, preserve the employment relationship, and allow all stakeholders to realize the potential benefits of technological advancement.

We conclude this paper by revisiting the global debate that inspired us: what impact will smart technology have on humanity in the future? Will it liberate and improve us, as Harari (2016) suggests, or subjugate us and turn us into mere pawns of surveillance capitalism, as Zuboff (2019) warns? We believe that the recent call of the Future of Life Institute (https://futureoflife.org/open-letter/pause-giant-ai-experiments/) to pause large-scale AI experiments is highly justified as it emphasizes the need for careful planning and management of the development of smart technology. In this paper, we have shown that the same level of care needs to be applied to the use of smart technology in companies. Only by rising to this challenge and developing active trust management strategies in sync with the introduction of smart technology can we hope for humans to flourish despite, or perhaps even because of this innovation.
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